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PREFACE 

The human conception of planetary rings has undergone a revolution in 
recent years: Saturn's rings have changed from fuzzy ovals to finely detailed 
structures; the rings of Jupiter and Uranus have progressed from mere hy
potheses to well-measured entities. Interpretation of the properties of rings is 
teaching us about the processes that shape them, processes that may have 
ramifications for other physical systems, such as galaxies or the nebulae from 
which planets form. 

A major motivation and purpose for this book was to allow scientists, 
who have come from various disciplines to the study of planetary rings, to 
understand the work their colleagues from other backgrounds have ac
complished. This objective required pedagogically clear chapters, leading up 
to explaining the very latest work on the subject. Chapters written in this way 
should have much broader use. Hence, we have edited this book to serve also 
as a textbook for graduate students and researchers in related fields. It is 
designed as an introduction for newcomers to the subject, leading them right 
up to the issues at the forefront of ring research. In that way, the book may 
play an important role in bringing about the resolution of outstanding prob
lems and improving our understanding of what rings are, how they formed, 
and why they are the way they are. 

As editors, we like to think of ourselves as representing the European
American alliance in the study of planetary rings. There is on the European 
side the long, continuing history of discovery and advances in the study of 
Saturn's rings, while American space exploration and analysis has clearly 
played a major role as well. More practically, our backgrounds help bridge an 
important interdisciplinary gap. Brahic came to the study of collisional 
mechanics and its effects on ring morphology from a background in galactic 
and stellar dynamics. Greenberg's past work involved solar system celestial 
mechanics and the origin and evolution of the solar system. 

[ ix ] 



X PREFACE 

This book is part of the Space Science Series of the University of Arizona 
Press. T. Gehrels, who conceived the Series and established its style by 
editing several landmark volumes, contributed directly to this volume in his 
role as Series Consultant. M. S. Matthews, our editorial assistant, performed 
once again with the energy and skill that is by now legendary. 

Like the other volumes in the Series, preparation of Planetary Rings was 
associated with an international meeting on the subject. That meeting was 
held in Toulouse, France, in September 1982. A separate book of proceedings 
of that conference, edited by Brahic, is being published by CNES, the French 
space agency. It represents a sort of "unretouched photograph" of the meet
ing, complete with all contributions and transcribed discussions. In contrast, 
the present volume consists of a selected set of review chapters based on 
reflection after the meeting, carefully reviewed and refined. 

Financial support for preparation of this book came primarily from the 
Planetary Astronomy and Voyager Programs at NASA Headquarters, from 
the Galileo Project at the Jet Propulsion Laboratory, and from the University 
of Arizona Press. Additional support was provided by CNES, l'Observatoire 
de Paris, and the Planetary Science Institute of Science Applications, Inc. 
Research grants to our authors made their contributions possible; those grants 
are listed in the special Acknowledgments section at the end of the book. 

We are honored to have had the opportunity to play a role in producing 
this book, but the credit for the high quality of its contents goes to the authors 
of the chapters. We simply served as shepherd satellites, keeping our herd in 
line and trying to prevent a phase lag. In the latter, we were not successful. In 
most cases, deadlines were missed, though not by much and for the best of 
reasons. We kept hearing the same excuse: ''We have some new ideas that we 
want to develop for our own chapter." And in each case it was true. We were 
rewarded by receiving manuscript after manuscript with the latest ideas of the 
experts in this lively field. It is difficult to express adequately our gratitude 
and our affection to this delightful group of friends to whom we owe so much. 

It is also a pleasure to acknowledge the contributions made by our scien
tific advisors: the members of the formal advisory committee for this book and 
the individuals who served as referees for the manuscripts. These people and 
others who helped in various ways are listed in the Acknowledgments sec
tion. Many of the referees were also authors. That was one way to keep the 
creative pot stirred. 

It is our hope that this book will become out-of-date quickly, that new 
observations and theoretical connections will continue to revolutionize our 
knowledge of planetary rings. But we think the publishers can rest easy. We 
envision a more reflective period over the next several years in which the 
recent results are analyzed and digested, and we hope that this book will play 
a role. 

Richard Greenberg 
Andre Brahic 



PREFACE XI 

A Note on Notation. Every scientific field adopts its own set of notation, 
roughly optimized to its needs. In an interdisciplinary subject like planetary 
rings, it is inevitable that certain symbols will be firmly attached to more than 
one meaning. We have decided that imposition of an artificial, uniform nota
tion throughout this book would only be confusing and would require an 
inordinate amount of uncreative work. Instead, we have tried to ensure that 
within each chapter the notation is internally consistent and well defined. In 
only a few cases have we encouraged limited redefinition of notation where 
we felt it could help clarify the text. 

R.G. andA.B. 





PART I 

Introduction 





PLANETARY RINGS: A DYNAMIC, EVOLVING SUBJECT 

RICHARD GREENBERG 
Planetary Science Institute 

and 

ANDRE BRAHIC 
Observatoire de Paris 

The study of planetary rings, like the rings themselves, is dynamic and evolving. 
Historically, understanding of the nature of rings has involved an interplay 
between tantalizing observations and conceptual model building. After the re
cent deluge of new data and images, theoretical studies based on a wide range 
of scientific disciplines are directed toward interpreting the observations and 
deriving their implications. In reviewing the motivations, historical advances, 
on-going methods, and goals of ring studies, this introduction provides the 
philosophical context for the chapters that follow. 

Planetary rings have long captured human imagination. Their beauty 
makes Saturn's rings a prime objective for any observer with even a simple 
beginner's refracting telescope. Along with crescent moons and spiral 
galaxies, rings have served as a classical artistic motif, universally recognized 
as symbolic of the mystical wonders of the heavens and the brave future of 
science fiction. This book is about the mystery and the future. Thanks to the 
expertise and creativity of our authors, it is a compilation of practically all 
that is known about planetary rings. Yet, a pervasive theme is what we still 
do not know. 

Despite the flood of new information on morphology and optical prop
erties, we have very little direct evidence about what rings are, how they 

[ 3 ] 



4 R. GREENBERG AND A. BRAHIC 

formed, or how they behave. We can only answer such questions by building 
theoretical models and comparing their implications with past and future 
observations. The interdisciplinary theories presented in this book represent a 
first generation of such models. This comprehensive, insightful work repre
sents the best efforts of experts attracted from a variety of fields. But the most 
exciting aspect of this book, for us, is that these theories are nevertheless full 
of mutual contradictions and unanswered questions. This condition indicates a 
scientific inquiry in its most vital stage. By bringing present knowledge and 
ideas together and conveying them to a wider range of researchers and stu
dents, this book may play a significant role in the future resolution of the 
nature of planetary rings. 

In this introduction, we review the history and the status of the subject in 
order to show the role this book is intended to play. We also describe the 
methods and policies we have adopted with that role in mind, and the rationale 
for topic selection and ordering of the chapters that follow. 

Observations and Models: A Brief History 

The interplay between observations and the complex model building 
required to interpret the data has pervaded the history of ring studies. The 
effort has always attracted outstanding scientific minds. From the beginning, 
observational resolution seemed to be just short of revealing the essential 
nature of rings. Galileo's first detection of something strange around Saturn 
was open to several interpretations: Was Saturn grossly oblate; were there 
two giant satellites; or did the planet have handles? Such alternative models 
failed to fit all the data. Even with all the observed apparent configurations 
catalogued by Gassendi, the true three-dimensional geometry was not ob
vious. Huygens' revelation of a disk-like ring structure was not the result of 
better observation, but rather of successful theoretical modeling (see Van 
Helden's chapter). But was the ring a solid chunk of material? Modeling was 
needed again. J. D. Cassini, whose discovery of a gap showed that the 
structure was not a monolith, suggested that the rings might consist of a 
myriad of small particles. Laplace and Maxwell showed that in fact a solid 
ring would be unstable. Only much later did observation confirm the theory, 
when Keeler spectrographically measured the Doppler shift, and hence the 
Keplerian orbital velocities, of the constituent particles. The rings must be a 
collection of tiny satellites. 

Improved groundbased observations gradually revealed structural and 
optical details: the rings are flat but spread out; some light can pass through 
them; there is structural variation with radius; reflectivity depends on 
wavelength and viewing geometry. These observations were interpreted with 
models based on a swarm of small bodies, but results were ambiguous. The 
dynamical behavior of a colliding and self-gravitating swarm was not easy to 
model, nor were the optical properties, dependent as they are on shape, sizes, 
and material. Nevertheless, beginning with Poincare, a general picture of 
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collisional flattening and spreading emerged, with structure governed in part 
by resonances with the satellites. Dynamical theory was consistent with 
Earth-based observations of seemingly smooth, continuous rings. Optical and 
radio properties seemed consistent with a swarm of small, icy particles of 
various sizes. Theoretical models seemed adequately consistent with most 
observed properties. 

Then came the deluge! In a golden half-decade our conception of rings 
underwent a revolution. We learned that rather than being smooth, continuous 
structures, rings are better characterized as sets of narrow ringlets with sharp 
edges, sometimes slightly elliptical or kinky in form. In March 1977, nine 
narrow, black rings were discovered around Uranus as they occulted a star 
observed from Earth. The pole-on aspect of Uranus allowed precise measure
ment of the rings during that and following occultations. In March and July 
1979, very diffuse, thick rings were discovered around Jupiter by the Voyager 
spacecraft. Then three probes flew by the rings of Saturn (Pioneer 11 in 
September 1979, Voyager 1 in November 1980, and Voyager 2 in August 
1981), revealing countless detailed features and structures that had never been 
imagined. During this same period, the Earth passed through Saturn's equato
rial plane, allowing critical measurements of the rings' vertical and horizontal 
extent. 

This book is about the observations of that golden period and the models 
they provoked, models that are necessary because, as usual, the observations 
once again seem to fall just short of revealing the essential nature of rings. 

The Lure of the Rings 

What is it about rings that has made them such an attractive scientific 
subject? We cannot deny the importance of aesthetic appeal: planetary rings 
are beautiful! They provide a sort of perceptual three-dimensionality that is 
missing from most celestial objects. The same strong appeal to human sen
sitivity that is recognized by commercial advertisers when they use pictures 
of planetary rings to sell merchandise also works on scientists. 

Of course, there are strong, rational reasons for studying rings as well. 
They represent a fundamental class of planetary structure, and hence should 
be investigated just as are other properties of the solar system and of nature in 
general. As Burns et al. point out in their chapter, "The amount of under
standing to be gleaned from a ring system is not proportional to the system's 
mass.'' Burns also noted that with rings, as with perfume, even a small 
amount of substance can be very revealing. 

We cannot ask, "Why is there a solar system?" without adding, "Why 
are there rings around planets?" Roughly speaking, the answer seems easy: 
close to a planet, tidal stresses are great. They might tend to break up any 
satellite or, alternatively, to prevent accretion of small particles into satellites 
in the first place. However, more quantitative consideration shows that real 
material may well be stable and even accrete within the known ring systems. 
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The correct answer is more subtle and still far from fully understood. This 
issue is an underlying theme throughout the book. 

There are other issues related to the question of why rings exist. Only a 
few years ago, scientists were grappling with the question, "Why does only 
Saturn have rings?" That question is clearly obsolete now. Instead we ask, 
''Why are the ring systems of the planets so different from one another? Do 
they h~ve anything in common? Why are there no rings around the terrestrial 
planets? Does Neptune have rings?" The last question at least is relatively 
straightforward: The negative results of the June 1983 occultation showed that 
Neptune cannot have much of a ring system; future observations may tell us 
more. The other questions are theoretical, and the ways to find the answers are 
not so clear. But in the mass of recent data, there must be clues. 

Besides being fascinating subjects in their own right, ring systems pro
vide an accessible laboratory for studying the sorts of dynamical processes 
that took place in the distant past, as planets (and satellites) were forming, and 
that occur in distant places, such as galaxies and accretion disks. The small 
planetesimals that coalesced into planets probably once formed an extended 
disk around the Sun, with its structure ·and evolution governed by mutual 
collisions and gravitational processes, in a way that may have some analogies 
to the way ring particles interact to govern ring structure. In this way, ring 
studies may be crucial to one of the fundamental objectives of planetary 
science: to understand the origin of the solar system. It seems inevitable that 
insights gained in the study of planetary rings will be applicable to any flat 
rotating disk in astronomy. 

The Interdisciplinary Approach 

In tum, the principles and techniques of several fields of astronomy are 
needed for the modeling of the structure, behavior, and evolution of planetary 
rings. For example, the scientific challenge presented by the data of the 
''golden years'' has attracted the attention of a group of astronomers whose 
past work has generally not focused on the planets, but rather on the 
dynamics of galaxies and stellar accretion disks. The dynamical similarities 
between those systems and rings are extensive, and it was quite natural for 
much of the detailed work on ring-system dynamics to be based on the 
mathematical techniques of galactic dynamics. 

A prescient connection between the study of rings and of galaxies was 
made by Maxwell in his seminal Adam's Prize essay of 1856: 

''I am not aware that any practical use has been made of Saturn's 
Rings, either in Astronomy or in Navigation .... But when we con
template the Rings from a purely scientific point of view, they 
become the most remarkable bodies in the heavens, except, perhaps, 
those still less useful bodies-the spiral nebulae. '' 

We now know that the connection between rings and galaxies is much 
stronger than simply a common degree of practical uselessness. 
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Although a few dynamicists are at home in both the galactic and plane
tary fields (several are authors in this book), much of this dynamical work has 
been foreign to members of the planetary community. The analyses are based 
on unfamiliar mathematical techniques; but, what is a more significant prob
lem, they are based on a suite of implicit assumptions and approximations that 
have been incorporated into galactic dynamics. For example, it is not im
mediately clear how well the fluid mechanical treatment of galactic disks, 
which models particle interactions dominated by distant gravitational encoun
ters, really can represent the dissipative interactions of ring particles colliding 
with one another and perturbing one another in the context of Keplerian 
motion. The problem of interdisciplinary communication is further com
pounded by the fact that many planetary workers have only recently begun to 
work on rings themselves, applying their expertise from relevant subjects such 
as celestial mechanics, the geology of small bodies, atmospheric optics, and 
instrumentation. 

Researchers from these various fields need to understand what one an
other's disciplines tell us about rings. For example, just as the critical work 
in galactic dynamics is unfamiliar to planetary scientists, many galactic re
searchers are still uninformed about the physical properties of the planetary 
ring systems to which they are applying their analytical methods. As a case in 
point, a recent preprint describing a dynamical analysis began by describing 
Saturn's rings as comprising many small rocky particles. Legalistically, one 
might argue that ice is a kind of rock, but more realistically that slip reflects 
the uncoupled nature of past research. Dynamical properties (e.g., morphol
ogy, evolution) and physical properties (e.g., particle sizes, composition) 
have been treated largely independently. 

That uncoupled approach was quite reasonable considering the freshness 
of the data and the need to simplify things for a first-cut interpretation. 
However, as illustrated repeatedly throughout this book, ring studies have 
now reached a level of maturity where we can no longer afford to treat the 
dynamics independently from the physical properties. The two are intimately 
related, and many of the unsolved problems depend on understanding those 
relationships. Throughout the book, we see the beginning of probes into the 
Terra Incognita of the interface. 

A major objective of producing this book at this critical time is to present 
the results of theoretical dynamical studies in a manner that will be clear to all 
planetary scientists (not only dynamicists), and also to provide a sourcebook 
for relevant observational results on ring structure and physical properties as 
needed for meaningful dynamical interpretation. Such cross-fertilization of 
scientific ideas will certainly produce advances that might otherwise be im
possible. Moreover, because each chapter is written in a pedagogical style 
designed to bring the reader from a state of relative ignorance in the particular 
subject up through the latest ideas, the book is naturally appropriate as a 
textbook for graduate students in astronomy and planetary science. 
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Arrangement of Contents 

We have arranged the chapters in a way that we hope brings out the 
interdisciplinary relationships and exposes the remaining uncertainties. As a 
prologue, the historical chapter by Van Helden shows how the interplay 
between limited observational data and conceptual model building has been 
important from the beginning of the study of rings. He also makes it clear that 
awareness of the connection between the physics of rings and cosmogony is at 
least a couple of hundred years old. 

The next two sections, the core of the book, are orthogonal to one another 
in subject matter and thus provide a sort of matrix coverage of the state of 
knowledge and understanding of rings after the ''golden half-decade'' of 
exploration. The section Ring Systems comprises three chapters, one about 
each of the known systems. These chapters provide definitive descriptions of 
each of the observed systems in the context of the broad range of dynamical 
processes that affect it. The next section comprises eight chapters on the 
various Dynamical Processes. Each of these chapters concentrates on a cate
gory of process with motivation from, and application to, all three ring 
systems. 

Next we have two important chapters on Origins: one on the origin of 
ring systems, and the other treating the common processes in present rings and 
the past disk of planetesimals. Finally, we have three chapters that deal 
explicitly with the Future of ring studies: exploration by deep space probes to 
the planets, observation from the Earth or Earth orbit, and some critical 
unsolved theoretical problems. 

Built into this matrix scheme with its orthogonal treatments are several 
layers of redundancy. The Ring Systems and Origins chapters deal with the 
relevant processes involved in shaping the observed structures. Thus, they 
cross the subjects of the Dynamical Processes chapters, which describe aspects 
of all the rings. Moreover, within each group of chapters there is considerable 
overlap. For example, the chapter on Jupiter's rings includes discussion of the 
similar ethereal rings of Saturn also discussed in the Saturn rings chapter. 
Resonances are discussed not only in the special chapter devoted to the sub
ject, but naturally in the chapter on gravitational waves which are driven by 
resonances, as well as in nearly every other chapter. Likewise, the nature of 
interparticle collisions is described in the chapter on particle properties, the 
chapter on viscous instabilities, the chapter on the origin and evolution of the 
rings, and the chapter on collisional transport. These are only a few examples. 

In a textbook designed to organize and teach a long well-understood 
subject, such redundancy would be inexcusable. Here it is essential. Our 
discipline is as dynamic and evolving as the rings themselves seem to be; any 
process, any interpretation is controversial. By having our authors present 
overlapping discussions from various points of view we emphasize the variety 
of interpretations and models under consideration. Our book would be mis-
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leading and incomplete if we presented only a single "party line." In fact, 
we would not know what party to join. There is an important message here 
for the serious reader. Read with a healthy skepticism and be alert for 
disagreements-that is where the action is. 

The Roots of Conflict 

Why is the nature of planetary rings so controversial, despite all the new 
data? One reason is that we have never seen a single ring particle. We have 
measured detailed optical properties and spatial structure of the ensembles of 
particles, and we know they must depend on the behavior of the individual 
particles themselves. But what is a particle really like? 

The issue can be sidestepped to a certain degree by treating rings as 
continuous media, but implicit in all such models is some sort of idealization 
of the nature of the particles. For example, many influential theories (both 
optical and dynamical) have assumed that all particles are the same size. This 
approach led to scattering models for Earth-based observations of Saturn's 
rings that implied dominant particle size seemingly dependent on the 
wavelength of the observation. Thus, in the late 1970s, it was already realized 
that there must be some wide distribution of particle sizes. Voyager radio 
results have been interpreted in that context to give us some important con
straints on the distributions. But it still remains to construct a full optical 
scattering model, consistent with Voyager results, to explain optical 
phenomena such as the opposition effect. 

Like the earlier optical models, dynamical models also tend to assume 
simplified single-sized, smooth, round constituent particles. Though we have 
tried to ensure that all assumptions are explicit in this book, they are not 
always so in the literature. One sign of the single-size assumption is when a 
dynamical discussion uses the expression "optical thickness" (see Glossary) 
to mean "surface mass density." If all particles are the same and the optical 
thickness is moderate, that identification is reasonable. But a dynamically 
insignificant (i.e., low mass) amount of small particles may, and indeed 
probably does, dominate optical thickness. The reader must always bear in 
mind that we have never seen a ring particle and that the particles we do see 
as an optical ensemble probably contain a negligible fraction of the material. 

A tendency to confuse the particles that dominate optical properties ( the 
small ones, which have most of the areal cross section of the system) and the 
particles that dominate dynamics (the big ones, which contain most of the 
mass) has also muddled the monolayer issue. Photometric characteristics, 
notably the opposition effect, require Saturn's rings to be many particles 
thick, while collisions may well tend to produce a monolayer. These require
ments are not inconsistent; most likely, the big particles form a monolayer, 
and the small ones form a swarm comparable in thickness to the scale of the 
big ones. Nevertheless, in most dynamical theories, ice particles in Saturn's 
rings are assumed to bounce off one another like billiard balls, in order to 
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avoid a monolayer. Yet other collisional outcomes are possible: some workers 
envision gradual erosion of particles' surfaces, while others believe the parti
cles must be ephemeral snow drifts. Do dynamical results on the system's 
structure depend strongly on such implicit assumptions? It is often hard to tell. 

This latter problem illustrates a fundamental philosophical question about 
the process of conceptual model building. In order to perform a mathematical 
study that will reproduce an observed dynamical feature or optical property, 
one needs to make a model simple enough for its analysis to be tractable. 
Moreover, a simple elegant model can give much more insight into the rele
vant physics governing a problem than can a complicated one in which 
specific causes and effects are harder to sort out. The theorist is thus moti
vated to simplify his model, perhaps even with an awareness that some of 
the essential physics is neglected. In the latter case, the goal is simply to 
develop some insight into the problem rather than to reproduce precisely the 
mechanics of the real system. If the model does reproduce an observed 
property well, it suggests that the questionable assumptions may be correct 
after all, or at least that they are not critical. People tend to accept the model 
and hence the assumptions. This tendency is strong for the modeler himself 
who by now has made an investment of time and reputation in his work. 

On the other hand, some researchers may have serious doubts about the 
assumptions. In an interdisciplinary field like planetary rings, what seem like 
insignificant assumptions to one model builder might loom very important 
(and very wrong) to specialists in a different discipline. Is it a legitimate 
scientific exercise to question such assumptions? One point of view (ex
pressed to us in the course of preparing this book) is that the skeptic should 
withhold comment until he has constructed an alternative model based on the 
improved assumptions. We disagree. The skeptic has two unfair handicaps 
against producing an alternative model. First, it may be more difficult. Re
member, the original assumptions were made in part to simplify the analysis. 
And second, the skeptic is likely to be an expert in a somewhat different 
discipline than the original model builder. He may know the assumptions 
related to his own field are wrong without knowing how to follow through to 
their implications in another field. 

We think that reservations about proposed models must be aired. We have 
encouraged each of our authors to make his own assumptions explicit and to 
be critical of other models. Even if such criticism is not always immediately 
constructive in the sense of offering alternatives, it will discourage compla
cency and serve as a challenge to make things even better. 

We conclude this introduction with a short list of outstanding problems 
that we subjectively identify as most pressing: Why are the rings of Jupiter, 
Saturn, Uranus, and Neptune so different from one another? What is their 
origin? Why are Saturn's A, B, and C Rings so different from one another? 
What is the time scale for radial spreading? Why have not Saturn's rings 
spread much farther than they have? What confines and shapes the various 
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types of narrow structure? How can we explain differences in particle color 
and albedo among ring systems and within ring systems? Is the size distri
bution proposed for Saturn's rings consistent with photometric properties? 
Why is the surface density of Saturn's rings nearly constant no matter where 
or how measured? How important are nonlinear effects in governing wave 
mechanisms? Each of these questions with tentative answers arises repeatedly 
in this book, but the solutions are left as an exercise for the reader. 

Despite Maxwell's concerns, quoted earlier, about practical applications, 
he went on to recognize other motivations for the work: 

''When we have actually seen that great arch swung over the equator 
of the planet without any visible connexion, we cannot bring our 
minds to rest. We cannot simply admit that such is the case, and 
describe it as one of the observed facts in nature, not admitting or 
requiring explanation. We must either explain its motion on the 
principles of mechanics, or admit that, in the Saturnian realms, there 
can be motion regulated by laws which we are unable to explain." 
Although in this introduction we have emphasized remaining uncertain-

ties and controversies, the book provides definitive compilation of what we do 
know. We invite you to study these chapters and participate in the adventure 
of discovery that is still to come. 
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Rings and disks became a part of astronomical thought only in the seventeenth 
century. In the 1640s Descartes put forward a cosmology in which the universe 
was filled with vortices of invisible matter, and in 1659 Huygens solved the 
problem of Saturn's telescopic appearances by postulating that the planet is 
surrounded by a ring. Since that time rings and disks have been a feature of 
astronomy and cosmology. As Cartesian vortices fell out of favor, in the middle 
of the eighteenth century, Kant and Lambert put forward cosmologies in which 
the galaxies were huge disks of rotating matter. For most of the nineteenth 
century Laplace's nebular hypothesis was the dominant cosmogony, and the 
increasing number of asteroids as well as the particle nature of Saturn's rings 
provided important supporting evidence for Laplace's theory. Although around 
1900 the nebular hypothesis lost a great deal of its earlier appeal, rings of 
dispersed matter have continued to play an important role in theories account
ing for the origin of the solar system. 

Although the presence of ring and disk phenomena, such as planetary 
rings, asteroid belts, the solar system itself, and the Milky Way, may strike us 
as rather obvious, this has not always been the case. The astronomy of ancient 
Mesopotamia, as far as we know it, had no particular geometrical model at 
all, while the geometric theories of the Greeks and their intellectual heirs up to 
Copernicus were conceptually spherical. Not until several generations after 
the publication of Copernicus' De Revolutionibus (1543), with the elliptical 
astronomy of Kepler (1609), did astronomers begin to think of planetary paths 
as two-dimensional curves in three-dimensional space, and of the solar system 
as a disk of objects moving in roughly coplanar orbits. The geometry of 
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the Milky Way had to wait for another century and a half. Rings consisting 
of rotating matter entered astronomy conceptually with the invisible vortices 
of Descartes (1644), and an actual material ring in the heavens was first 
postulated by Huygens twelve years later. 

I. RINGS ENTER ASTRONOMY 

In his ambitious attempt to create an entirely new system of natural 
philosophy, Rene Descartes (1596-1650) introduced a fundamental distinc
tion between mind or thinking substance and body or extended substance. 
Science dealt only with the latter, and Descartes gave it only one property, 
extension. All other properties, including weight, were secondary and had to 
be explained. The main part of this explanation was the vortex, a disk of 
rotating matter, mostly invisible, that completely filled the space containing 
it. There was no void or vacuum. At the creation, God had put all extended 
substance in the universe in motion in vortices that preserved the total amount 
of motion. Our solar system was but one in an indefinite series of contiguous 
vortices with other suns as centers. The planets moving in the solar vortex, 
were themselves the centers of smaller vortices. Thus, the Earth had a vortex 
extending to and including the Moon, and Jupiter was the center of a vortex 
which accounted for the motions of the four Galilean satellites (Descartes 
1644, pp.80-202). 

The greatest strength of the vortex concept was that it could give a 
plausible, causal, mechanistic account of natural phenomena such as falling 
bodies and the nature and transmission of light. Its greatest weakness was that 
relationships derived directly from the phenomena, such as Kepler's Third 
Law, could not be mathematically deduced from it. It was this weakness that 
caused Cartesian physics ultimately to be eclipsed by Newtonian physics, in 
England by 1700, and in France half a century later. The vortex as a concept 
has, however, been invoked in science on a number of occasions since 1750. 

At a very early age, Christiaan Huygens (1629-1695) became a follower 
of Descartes, who was a frequent guest of his father's. Huygens learned to 
think of the world in terms of Cartesian vortices, and when he discovered a 
satellite of Saturn in 1655 (Huygens 1656), the first since Galileo's discovery 
of Jupiter's satellites in 1610, he knew that Saturn's vortex had to extend from 
the planet at least to this satellite. For nearly half a century astronomers had 
been puzzled by the strange appearances of Saturn itself, and, partly because 
of his Cartesian convictions, Huygens was now able to solve this puzzle. 

Since the seventeenth century it has been supposed by many that the 
problem of Saturn was simply a problem of telescopes, a supposition actively 
encouraged by Huygens himself. Because he discovered Saturn's satellite and 
the true nature of the planet's appearances, he argued that his telescopes must 
have been better than those of his contemporaries (Huygens 1659, p.270). In 
fact, Huygens was a neophyte at this game: the instrument in question was the 
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first ambitious telescope made by him, and all indications are that among the 
research telescopes of that day it was by no means unusual in its magnifying 
power or optical quality (Van Heiden 1970). Moreover, Huygens found his 
solution to the puzzle in the winter of 1655/6 when the ring was edge-on and 
therefore invisible (Van Heiden 1974b, p.160). He obviously could not have 
solved the problem by simply seeing a ring. His telescope did have to be good 
enough to give him certain clues, but a number of his colleagues also had 
instruments of that quality (Van Heiden 1970). 

Huygens compared the vortices of the Earth and Saturn. Our Moon takes 
about 30 days to complete one circuit about the Earth, and the Earth itself 
turns on roughly the same axis in a day. He had measured the orbital period of 
Saturn's moon to be about 16 days, and he concluded, therefore, that the 
planet itself turns on the axis of this orbit in about half a day. Furthermore, all 
the matter between Saturn and its moon, including the ansae, had to rotate in 
Saturn's vortex with periods intermediate between 16 days and half a day. 
Although the ansae showed slow changes of shape over a period of years, they 
did not show any changes over a period of less than sixteen days. Only a body 
symmetrical about the axis of rotation of the vortex and planet could satisfy 
those conditions, and the solution to the problem was, therefore, that Saturn 
was surrounded by a ring (Huygens 1659, pp.294-296). 

Three years after arriving at his solution, Huygens (1659) finally pub
lished his Systema Saturnium. What he put forward here was, however, not 
Saturn's ring as we know it. His ring was a relatively thick, solid structure 
(Fig. 1). Huygens had been one of the first to observe the shadow of the ring 
on the body (Huygens 1659, pp.239-247), but he interpreted it to be the dark 
exterior edge of a solid ring of perceptible thickness. He argued that this edge 
was dark either because it did not reflect light at all or because it was so 
smooth that it reflected the Sun's light to the Earth only at one point (Huygens 
1659, pp.318-320). 

What kept this huge, solid structure balanced around Saturn was its 
symmetrical placement and its rotation. For Huygens such a structure pre
sented few problems since it was imbedded in, indeed part of, Saturn's vor
tex. For others, less committed to the Cartesian world view, the solid ring 
presented problems, as indeed any nonspherical structure in the heavens 
would. It had been an axiom since Greek antiquity that the proper shape for 
celestial bodies was spherical, and scientists had to become accustomed to 
another shape in the heavens. There were thus two questions: could Huygens' 
ring account for all the different appearances of Saturn seen since 1610, and 
could such a shape exist in the heavens? 

Between 1610 when Galileo first directed a telescope at Saturn and 1659 
when Huygens published Systema Saturnium, many conflicting and even 
mutually exclusive observations of the planet's strange shapes had found their 
way into print. It was, for instance, difficult to see how the little unattached 
globes seen by many observers to flank Saturn from time to time could grow 
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Fig. I. Saturn surrounded by a relatively thick ring, as Huygens depicted it in Svs1ema 
Sa1urnium (Oeuvres Compli?les de Christiaan Huygens, XV :299). 

into the large attached handles of various shapes seen by the same observers at 
different times (Van Heiden 1974a). Huygens argued that since he had dis
covered the satellite, his telescopes were better than those of all others and this 
gave him the right to judge the merits of all observations since 1610 (Huygens 
1659, p.270). He rejected many observations as due to optical illusions or 
inferior telescopes and explained those he retained by means of his ring theory 
(Huygens 1659, pp.270-284). Since others had, in fact, seen Titan before 
Huygens but had taken it to be a fixed star (Van Heiden 1970, p.44), 
Huygens' claim was unfounded. 

Needless to say, his approach offended some astronomers and telescope 
makers. One injured party was Eustachio Divini (1610-1685) in Rome, 
Europe's foremost telescope maker, mentioned several times by Huygens in 
Systema Saturnium (Huygens 1659, pp.278,310). Divini, an artisan without a 
university education, teamed up with the Jesuit Honore Fabri (1607-1688), a 
member of the Inquisition and a very capable and versatile scientist. Fabri 
wished to attack Huygens for his overt Copemicanism and also to propose his 
own theory of Saturn's appearances. In 1660 a little book entitled Brevis 
Annotatio in Systema Saturnium appeared in Rome under Divini 's name 
(Divini 1660); it was commonly known that Fabri was the instigator and main 
author (Guisony 1660, p.101). 

Fabri supposed that besides the new moon recently discovered by 
Huygens, Saturn had four others. These satellites were much larger than Titan 
and their orbits and periods were very different. Two were light, two were 
dark, and all four revolved about points behind the plant (Fig 2) so that, with 
respect to the central Earth, they were always behind it. The various appear
ances that had puzzled astronomers for so long were caused by the different 
formations of these four satellites as they appeared, from the Earth, to flank 
the planet (Divini 1660, pp.422-437). 

Huygens' Systema Saturnium had been dedicated to Prince Leopold 
de' Medici (1617-1675), brother of the Grand Duke of Tuscany, and founder 
of the Accademia del Cimento, a forerunner of modem scientific societies. 
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Fig. 2. Fabri 's hypothesis put forward in Brevis Annotatio. GC represents Saturn; HN and SD 

are light absorbing satellites that move about point/; LK and RE are light reflecting satellites 

that move about pointO (Oeuvres Completes de Christiaan Huygens, XV:425). 

Brevis Annotatio was written as an open letter to the prince, and it ended with 
a request that Leopold and his academy judge between the two theories 
(Divini 1660, p.436). Since it was commonly known that Fabri had written 
most of the book, Leopold was in the uncomfortable position of having to 
decide between an elegant theory put forward by a heretic and a Copernican, 
and a ridiculous theory put forward by a member of the Inquisition who 

insisted that the Earth was the center of the universe (Van Heiden 1973, 
pp.242--243). In the intellectual climate in Italy following the trial of Galileo 

in 1633, this was no easy assignment. 
The Prince solved the problem brilliantly. He had his academicians build 

models of both hypotheses and test them (Fig. 3). The models were placed in 

one of the long galleries of the Medici Palace, obliquely illuminated, and 

viewed from various distances with the naked eye and through low-powered 

spyglasses. There was even a control group of people untrained in astronomy 

who did not know what they were observing. 
The results were devastating for Fabri 's hypothesis. Huygens' ring was 

clearly superior in its ability to account for the various appearances, but it did 
not escape criticism. No matter how dark the academicians made the outside 

edge of the relatively thick ring, it never became entirely invisibile. They had 

to resort, therefore, to a very thin ring and even then it was difficult to make it 
disappear entirely in the edge-on position. Even the slightest unevenness or 
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Fig. 3. The model of Saturn and its ring used by the Accademia del Cimento to test Huygens' 
hypothesis (Oeuvres Completes de Christiaan Huygens, III:154-155). 

roughness of the ring showed up as a bright spot when the eye was exactly in 
the plane of the ring. This meant that, compared to its diameter, Saturn's ring 
had to be extremely thin indeed for Huygens' theory to work (Van Helden 
1973, pp.244-247). 

This extreme thinness inevitably brought the ring's supposed solid con
struction into question. How could a solid structure, so vast and yet so thin, 
persist? Although the science of mechanics was not equal to answering this 
question formally, the members of the academy were uncomfortable with a 
solid ring and concluded that it consisted either of a vapor or fluid, or a 
collection of particles. One suggestion was that vapors rising from the planet 
condensed into a ring of "very small stars of ice" (Van Helden 1973, 
pp.250-253). Thus, from the very beginning, the notion of a solid ring was 
questioned. And even before this report was written by the members of Prince 
Leopold's academy, the French poet Jean Chapelain (1595-1674) had already 
suggested to Huygens that the ring could consist of a large number of little 
moons moving about Saturn (Chapelain 1660). 
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Although it is impossible to ascertain the opinions of all Huygens' scien
tific contemporaries (e.g., Newton) on the constitution of the ring, it appears 
that the most authoritative opinion was on the side of a satellite construction. 
Giovanni Domenico Cassini (1625-1712), his son Jacques Cassini (1677-
1756), and Christopher Wren (1632-1723), are all on record as favoring this 
idea. Huygens himself, however, never abandoned his notion of a solid ring 
of substantial thickness (Huygens 1698, p.786). 

II. SATURN'S RING AS A MODEL IN COSMOLOGY 

Saturn's magnificent ring system was a wonderful celestial spectacle, a 
symbol of the young science of telescopic astronomy. For the time being, no 
formal dynamical problems were posed by either solid, fluid, or particle rings. 
That issue would only come to the fore towards the end of the eighteenth 
century. By the middle of the eighteenth century, however, Saturn's ring 
system had become important in cosmological and cosmogonical specula
tions. In 1750 Thomas Wright of Durham (1711-1786) published An Original 
Theory or New Hypothesis of the Universe (Wright 1750), in which he gave 
an explanation of the Milky Way. For theological reasons, Wright himself 
favored an arrangement of the fixed stars in a thin spherical shell which, he 
argued, was not inconsistent with the appearance of the Milky Way. He also 
mentioned, however, the notion of a flat disk of stars, revolving around a 
common center, like the rings of Saturn (Wright 1750, p.65): 

"Hence we may imagine some Creations of Stars may move in the 
Direction of perfect Spheres, all variously inclined, direct and retrograde; 
others again, as the Primary Planets do, in a general Zone or Zodiack, or 
more properly in the Manner of Saturn's Rings, nay, perhaps Ring within 
Ring, to a third or fourth order, ... nothing being more evident than that 
if all the Stars we see moved in one vast Ring, like those of Saturn, round 
any central Body, or Point, the general Phaenomena of our Stars would 
be solved by it; ... '' 

The young philosopher Immanuel Kant (1724-1804) took this ring or 
disk model from Wright and developed it to include the nebulae. Our Milky 
Way was, according to Kant, only one flat rotating system among many. 
These galaxies themselves might form a system which was, in turn, part of a 
super system, etc. Kant proposed a scientific cosmogony in which God had 
brought about the present condition of the universe by using natural forces. 
Matter that had been evenly distributed in the primitive chaos was concen
trated in rotating nebulae by forces of attraction and repulsion, and as a result 
of this rotation, these nebulae flattened out into rotating disks which then 
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separated into individual galaxies, stars, or planets (Kant 1755). Kant also 
gave an account of how Saturn's rings could have originated. When the planet 
had already formed and was cooling, vapors escaped from its surface and 
collected around it. Because they initially shared the planet's rotation, the 
vapor particles circulated around Saturn and concentrated near its equator as a 
ring (Kant 1755, II, Ch.7). 

Just when the printing of Kant's Universal Natural History, in which 
these ideas were put forward, was complete, the publisher went bankrupt and 
the printed copies were impounded. Kant's cosmological ideas therefore 
remained unknown for years. Very similar notions were, however, indepen
dently put forward in 1761 by Johann Heinrich Lambert (1728-1777) in his 
very popular Cosmological Letters (Lambert 1761). It is, thus, fair to say that 
by the middle of the eighteenth century the ring or disk (which surely owed 
something to the Cartesian vortex) had become a model in cosmology and 
cosmogony. 

The speculative cosmology of Kant and Lambert was supported by the 
painstaking work of William Herschel (1738-1822). With his powerful re
flecting telescopes, Herschel mapped and "gauged" the Milky Way and even 
managed to locate the solar apex (Hoskin 1963); he also had definite and 
important ideas about the ring of Saturn. With him, the notion of a solid ring 
or rings, which had lived on in a number of books, took on new life. Early in 
his career, Herschel believed that the dark stripe discovered by Cassini in 
·1675 was a surface feature on the solid ring. When, after the edgewise appear
ance of 1789 he saw the stripe in the same position on the other face, he 
acknowledged it to be an actual division in the ring, and claimed that Saturn 
was surrounded by two solid rings (Herschel 1791). Herschel's prestigious 
opinion was one reason for the renewed popularity of solid rings in the first 
half of the nineteenth century; the other reason was the work of Laplace. 

Dynamical studies of the ring system began in 1787, when Pierre Simon 
de Laplace (1749-1827) read a memoir on the stability of Saturn's rings 
before the French Academy. The conclusion of Laplace's mathematical 
argument was that the planet was surrounded by a large number of narrow 
solid rings whose centers of gravity did not coincide with their geometric 
centers (Laplace 1787). He repeated this argument in his tremendously 
influential Exposition du Systeme du Monde (Laplace 1796, Book IV, 
Ch.9) andMecanique Celeste (Laplace 1799-1825, Book ID, Ch.6). 

Laplace was also the author of the so-called ''nebular hypothesis'' on the 
origin of the solar system. He argued that the solar system resulted from a 
spinning ball of nebular material, which, as it contracted, had thrown off 
successive rings of matter. These rings had aggregated and condensed into 
planets. Planets still in the nebular state had thrown off small rings of matter 
that gave rise to satellites. The system of Saturn presented the unique case 
in our solar system of nebular rings condensing into complete solid rings 
(Numbers 1977, pp.124- l32;Jaki 1976). 
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III. ASTEROIDS, SATURN'S RING, AND THE NEBULAR 
HYPOTHESIS 

Since Kepler, some astronomers had wondered about the large gap 
between Mars and Jupiter. In 1766 Johann Daniel Titius (1729-1796) put 
forward an ad hoc numerical series which yielded the heliocentric distances 
of the planets (Bonnet 1766, p. 7): 

A = 0.4 + 2" X 0.3 (l) 

where A is the heliocentric distance in astronomical units and n = -oo, 0, 1, 
.... This series served to formalize the vague idea that something was mis
sing between Mars and Jupiter, for there was a planet at every term up to 
n = 5, except n = 3 (A = 2.8). When Herschel discovered a new planet 
(Uranus) beyond Saturn in 1781, its distance fit the term n = 6 fairly well, 
and this fact gave Titius' relationship almost the status of a law of nature. 
Astronomers now began to search for a body between Mars and Jupiter. 

On 1 January 1801, Giuseppe Piazzi (1746-1801) discovered a small 
planet that turned out to have a period which put it in the gap between Mars 
and Jupiter. In fact, Ceres, as Piazzi named it, exactly fit the term for n = 3 in 
the Titius series. And, as it turned out, Ceres was only the beginning. In 1802 
Wilhelm Olbers (1758--1840) discovered an asteroid (which he named Pallas) 
that had the same distance as Ceres. In 1804 K. L. Harding (1765-1834) 
found Juno and in 1807 Olbers found Vesta, both at the same distance from 
the Sun as the others (Clerke 1893, pp.87-94). 

The hypothesis of an exploded planet, put forward by Olbers, seemed the 
best way to account for so many bodies moving at nearly the same distance 
from the Sun. Laplace, however, preferred to see these four bodies as an 
unfinished planet, evidence for his nebular hypothesis (Numbers 1977, 
pp. 131-132). Olbers' explanation remained the more popular one for four 
decades, as no further asteroids were discovered. Starting in 1845, however, 
the number began to increase rapidly. By 1852, 20 asteroids had been discov
ered; by 1870, 110; and by 1900, 450 were known (Pannekoek 1961, 
pp.353-354). These bodies formed, as it were, a ring between Mars and 
Jupiter. 

With so many bodies of different sizes scattered in a broad zone, Olbers' 
argument that they were the product of an exploded planet was deemed less 
and less likely. When, after 1850, calculations failed to show a common 
origin, the asteroid belt was considered an unfinished planet that could shed 
light on the origin of the solar system (Numbers 1977, pp.55-57). 

In the meantime, the idea of solid rings around Saturn had been dis
credited. In 1848 the C Ring was discovered, and shortly afterwards it was 
found that the planet was visible through this ring. In the same year Edouard 
Roche (1820-1883) determined that within a certain limit from a planet, a 
fluid satellite (and presumably also a continuous ring) would be tom apart by 
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tidal forces (see the chapter by Weidenschilling et al. in this book). Saturn's 
ring system lay within that limit (Darwin 1889). A series of dynamical studies 
followed, culminating in Maxwell's classic essay of 1857, after which no 
doubt remained that Saturn's rings could only consist of an indefinite number 
of very small particles (Alexander 1962, Ch.13). Moreover it was by no 
means the only instance of a ring made up of small particles. Richard A. 
Proctor (1837-1888) wrote (Proctor 1882, p. 135): 

'' An a priori argument in favour of such a supposition may be drawn 
from analogous instances in the solar system. In the zone of asteroids we 
have an undoubted instance of a flight of disconnected bodies travelling 
in a ring about a central attracting mass. The existence of zones of 
meteorites travelling around the sun has long been accepted as the only 
probable explanation of the periodicity of meteoric showers. Again, the 
singular phenomenon called the zodiacal light is, in all probability, 
caused by a ring of minute cosmical bodies surrounding the sun. In the 
Milky Way and in the ring-nebulae we have other illustrations of similar 
arrangements in nature, belonging, however, to orders immeasurably 
vaster than any within the solar system. '' 

Just as the asteroid belt was now deemed to be an unfinished planet, 
Saturn's ring system was considered to be one or more unfinished satellites. 
Both were cited as evidence for the nebular hypothesis. Daniel Kirkwood 
(1814-1895) further strengthened the analogy by showing that in both systems 
the gaps occurred at distances associated with periods in resonance· with the 
periods of larger bodies, e.g., Jupiter in the case of the asteroid belt and 
Mimas in the case of Saturn's rings (Kirkwood 1866,1872). 

Thus, by the second half of the nineteenth century rings of disconnected 
particles had become important phenomena in astronomy and the young sci
ence of astrophysics, phenomena intimately related in the minds of scientists 
to the origin of the solar system. As the nebular hypothesis came under 
increasing fire, toward the end of the nineteenth century, capture and 
encounter hypotheses also became popular. In all cosmogonical theories 
entertained in the twentieth century, however, the asteroid belt and 
Saturn's ring system have occupied important positions. Any theory of the 
origin of the solar system has had to account not only for the planets and 
satellites, but also for the dispersed rings of matter surrounding the Sun, 
Saturn, and, lately, Jupiter and Uranus as well. 
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THE RINGS OF URANUS 

J. L. ELLIOT 
Massachusetts Institute of Technology 

and 

P. D. NICHOLSON 
Cornell University 

Uranus is encircled by nine narrow rings, denoted 6, 5, 4, a, /3, T/, y, Band E, 

in order of increasing distance from the planet. The rings have been observed at 
high spatial resolution (3.5 km) during. 13 stellar occultations from 1977 to 
1983. Sharp edges are characteristic of the ring structures, whose optical 
depths range from -0 .5 to values of -1.5 and greater. The widths of most 
rings lie between 2 and 12 km, with two exceptions. The T/ Ring has a narrow 
core a few km wide adjacent to a broad component (T -0.l) -55 km wide. The 
width of the E Ring varies, as a linear function of its radius, from 20 km at 
periapse to 96 km at apoapse. The widths of the a and /3 Rings also vary 
approximately linearly with their radii. A Keplerian model, including five orbi
tal elements for each ring, has been successfully fitted to.the occultation data. 
The semimajor axes are found to lie between 41877 km (Ring 6) and 5JJ88 km ( E 

Ring). The largest eccentricity is 7.94 X JO-" ( E Ring), while the y and T/ Rings 
cannot be distinguished from circles (e < JO_.). Seven of the nine rings are 
inclined to the planet's equatorial plane by a few hundredths of a degree. The 
orbit solution yields values for the Uranian gravitational harmonic coefficients 
J, = (3.349±0.005) x 10_,and J, = (-3.8 ±0.9) X JO_., which can be used 
to constrain interior models of Uranus. Infrared imaging observations confirm 
the derived precession rate for the E Ring and place limits on the optical depth of 
inter-ring material. Spectra of the rings show their geometric albedo to lie 
between 0.02 and 0.03 in the wavelength range 0.89-3.9 µm, ruling out ice
covered particles. Several lines of evidence suggest that the "average" ring 
particles are larger than 1 µm. The main theoretical problems still posed by the 
Uranian rings concern their sharp edges and the internal structures exhibited 
by the a, T/ and E Rings. New information about the rings will be provided 
by further groundbased observations, the Space Telescope and the Voyager 
encounter in January 1986. 

[ 25 ] 
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In this chapter we survey current knowledge concerning the Uranian 
rings, and explain how this knowledge has been derived from the observa
tions. For each ring system we have the ultimate goal of learning its origin and 
its evolution to its present state, as described by (i) the composition of the ring 
particles, (ii) the distribution function of particle sizes, and (iii) the dynamical 
processes that determine the particle orbits. Although we are far from this 
goal for the Uranian system, we do know a great deal, particularly about its 
kinematics. In fact, the discovery of the Uranian rings in 1977 marked the 
beginning of the current renaissance in studies of planetary rings, and the 
Uranian system has made some notable contributions to our studies of all ring 
systems. The phenomena first observed in the Uranian system are: 

1. Narrow rings (inspiring confining satellite models); 
2. Sharp edges; 
3. Long-lived structure in the radial direction on kilometer scales 

(E Ring); 
4. Eccentric rings; 
5. Inclined rings; 
6. Uniform apsidal and nodal precession; 
7. Adjacent broad and narrow ring components (71 Ring); 
8. Low albedo ring particles. 

Most of the items in the above list were discovered through the high 
spatial resolution provided by stellar occultations, presently the principal 
method used to observed the Uranian rings. Observation of a stellar occulta
tion provides a trace of the transmitted starlight as a function of position in the 
ring system. For groundbased observations of occultations at near-infrared 
wavelengths, the limit to the spatial resolution is - 3.5 km for the structural 
features in the rings and about 0.1 km in the position of a sharp feature, such 
as an edge. The 3.5-km resolution compares to a resolution of - 10,000 km 
achievable with groundbased imaging and is somewhat better than the resolu
tion achieved by Voyager imaging and radio occultation observations of 
Saturn's rings. It is about one and a half orders of magnitude worse than the 
resolution of 0.1 km achieved by the Voyager photopolarimeter occultation 
observations at Saturn. 

With these high-resolution occultation data, we have been able to con
struct a good kinematic model for the ring orbits and have begun to charac
terize the structure of individual rings. The picture that emerges from these 
studies (see Fig. 1) is of a system of nine, sharp-edged rings; they are rela
tively opaque, narrow (~2 to 100 km) and separated by broad (300-2500 km) 
gaps. Reports of other material have been made, but not confirmed. Current 
upper limits on the optical depth of inter-ring material are -0.05, based on 
occultation data, and -0.003, based on images of the rings at 2.2 µ,m (see 
Sec. IV). At least six of the rings are measurably eccentric (i.e., e ;:::; 10-•), a 
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Fig. I. Schematic diagram showing the locations of the nine confirmed rings of Uranus. The 
dashed arcs represent the Roche limits for satellite densities of 1.0 and 2.0 g cm-•, while the 
dot-dashed arc corresponds to the synchronous orbit distance for a planetary rotation period 
of 15.6 ± 1.4 hr (see Sec. V). The lower portion of the diagram shows the radial region 
which spans the known rings, enlarged by a factor of 10. For each of the 6 definitely 
eccentric rings (see Sec. III) both the minimum (periapse) and maximum (apoapse) radii are 
indicated. The width of the e Ring, which varies markedly from periapse to apoapse, is 
plotted to scale; the other rings all have widths of < 10 km, below the resolution of this 
figure. The outer boundary of the -ri Ring's broad component (Sec. II) is indicated by a 
dashed line. 

characteristic shared by several narrow ringlets in the Saturnian system (see 
chapter by Cuzzi et al.). Perhaps even more surprising is the fact that the nine 
rings do not lie exactly in the same plane. Their inclinations relative to 
Uranus' equatorial plane are of the same order as the eccentricities (with one 
notable exception), but are more difficult to measure because of the currently 
almost pole-on aspect of the planet. 

The outermost ring, designated e, is broad enough to reveal long-lived 
internal structure. The a Ring sometimes shows a "double-dip" in transmit
ted light during stellar occultation, perhaps indicating an internal division, 
and the r, Ring has a broad component of low optical depth. The widths 
of the inner trio of rings, designated 6, 5, and 4, are below the diffraction 
limit of Earth-based observations ( ~ 3.5 km at a wavelength of 2.2 µm). 
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Near-infrared observations of the ring system indicate that the ring parti
cles have extremely low geometric albedos (0.02-0.03) and an essentially flat 
1-4 µm spectrum. Apart from their intrinsic interest, the rings serve both as 
an ensemble of test particles for studies of Uranus' gravitational field and as a 
precise reference system for studies of the shape and orientation of the planet. 

Before proceeding to a detailed description of the structure and kinema
tics of the rings in Secs. II and III, we review briefly the techniques and 
limitations of groundbased stellar occultation studies of ring systems in gen
eral, and of the Uranian system in particular. Previous reviews of the Uranian 
ring system, from observational and theoretical viewpoints, have been given 
by Brahic (1982), Elliot (1982), and Goldreich and Tremaine (1982). 

I. STELLAR OCCULTATION OBSERVATIONS 

The essential features of a stellar occultation observation are simply 
described as follows. The occulting body (planet, satellite, or ring) casts a 
shadow in the light from the star, through which the Earth passes in its orbital 
motion. Since the distance of the star is effectively infinite, the shadow at the 
Earth is a full-scale, two-dimensional projection of the occulting body. In the 
case of the Uranian rings, the maximum dimension of the shadow is -8 times 
the diameter of the Earth and only a limited portion of the system can be 
studied during any one occultation. Typically, the projected velocity of the 
Earth across the shadow is 10-30 km s - ', although lower velocities are 
possible for occultations that occur near the ''stationary'' points in the 
planet's geocentric motion. 

When a stellar occultation is observed, the intensity of starlight is 
recorded as a function of time as the Earth moves relative to the occulting 
body. In other words, the intensity of starlight is measured along a single line 
through the two-dimensional shadow pattern. This situation is illustrated 
schematically in Fig. 2, for a central occultation by a ringed planet. Note that, 
while the extinction of starlight by a ring can be related to the optical depth 
(and width) of the ring, the decrease in intensity as the starlight penetrates the 
planet's atmosphere is due to differential refraction, rather than to absorption 
(see the review by Elliot [1979)). 

The fundamental limit on the resolution achievable from a stellar occulta
tion is set by diffraction. At typical Uranus-Earth distances, D -18 AU, and 
at the usual observational wavelength, >.. = 2.2 µm, this limit is -(2 >.. D)½ = 
3.5 km, as measured by the full width at half maximum (FWHM) of an 
occultation profile for a narrow ring. 

A. Occultation Predictions 

The first step in an observational program for occultations is to obtain 
predictions for those occultations whose signal-to-noise ratio would be suffi-
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Fig. 2. Schematic lightcurve for a central occultation by a ringed planet. The upper portion of 
the figure shows the light intensity of the star that would be observed from Earth as a 
function of the position of the star behind the planet. The first attenuation of starlight is due 
to the extinction by the ring material. The occultation of the star by the atmosphere occurs 
through the process of differential refraction. with irregular variations (spikes) caused by 
atmospheric structure that deviates from being isothermal. The central flash is observed 
when the star is directly behind the center of the planet and can yield information about the 
extinction of the lower atmosphere (figure after Elliot 1979). 

cient to produce useful information about the rings. One method to predict 
occultations is to compare the ephemeris of Uranus with stellar positions in 
the Smithsonian Astrophysical Observatory (SAO) catalog. This technique 
was used by Taylor (1973) to predict the occultation of SAO 158687 by 
Uranus on IO March 1977, during which the rings were accidentally discov
ered (Elliot et al. 1977a; Elliot 1979). However, occultations of SAO catalog 
stars by Uranus are rare. Furthermore, the SAO catalog does not contain most 
of the stars whose occultations are observable at 2.2 µm. To identify addi
tional events, one must obtain plates of the star fields ahead of Uranus, 
measure the positions of stars in Uranus' path, and then calculate the cir
cumstances for the occultations observable from Earth. From these candi-
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dates, only the sufficiently bright stars are selected for the final list of events, 
which occur at a rate of about two per year. This method of predicting and 
evaluating occultations for the Uranian rings was developed by Klemola and 
Marsden (1977), Liller (1977) and Elliot (1977). A list of predictions through 
1984 has been published by Klemola et al. (1981). 

B. Observational Techniques 

The goal of occultation photometry is to measure the intensity of the 
starlight as a function of time; these data are then readily converted to optical 
depth as a function of radius for the individual rings. Observations of the 
same occultation from different sites are valuable because they correspond to 
different tracks through the ring system and give information about the 
two-dimensional structure of the ring occultation pattern. Simultaneous observa
tions at different wavelengths, from the same site, give information about the 
distribution of the ring particle sizes and allow discrimination against some 
forms of noise in the photometry discussed below. Primary concerns in carry
ing out the observation are (i) to obtain photometry with the greatest possible 
signal-to-noise ratio, and (ii) to be sure that the data are accurately syn
chronized with Universal Time (UT). 

Let us now consider the factors involved in obtaining photometry of high 
signal-to-noise ratio. Since the rings are at most only 2 arcsec from the limb of 
Uranus, at least some, if not all, of the light from Uranus is included within 
the photometer aperture along with the starlight. For our purposes, the light 
from Uranus constitutes a background and is a source of noise. One method of 
minimizing this contribution is to observe in one of the methane bands, which 
become progressively deeper in the spectrum of Uranus at longer wavelengths 
(Fink and Larson 1979). Within wavelengths accessible to photomulti
pliers, the methane band at 8900A is the deepest (Elliot et al. 1977c). In the 
near infrared, the 2.2. µm band is so deep that Uranus is even fainter than the 
rings themselves. This band nicely matches the passband of the K filter, 
which has become standard for observing ring occultations. 

For the data obtained to date, a variety of noise sources have proven to 
be important. For each particular occultation, the significant noise sources 
depend on the prevailing conditions and observing set-up. The sources of 
noise that occur are the following: 

1. Photon (shot) noise from both Uranus and the occulted star; 
2. Scintillation noise from both planet and star; 
3. Light from both planet and star spilling out of the photometer aperture 

due to time variations in the seeing; 
4. Changes in transparency of the atmosphere due to clouds; 
5. Uncompensated sky background variations (for infrared observations); 
6. Variations in signal due to telescope guiding errors (if the beam profile of 

the photometer is not flat); 
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7. A host of infrequent, sometimes not understood, "glitches" which are 
probably due to momentary problems with the signal processing elec
tronics or isolated, small clouds that are not otherwise noticed by the 
observer. 

To obtain useful data for the analyses that will be discussed later in this 
chapter, the observer should perform several calibrations. Well before the 
event, the signals from both Uranus and the occulted star should be measured 
through the available filters in order to determine which would give the best 
signal-to-noise ratio (Elliot 1977). At this time it would also be wise to check 
the beam profile of the photometer and do whatever possible to make it flat. 
The timing system should be carefully traced and well understood. Timing 
based on hardware is usually better than software, since additional timing 
uncertainty is introduced by the computer-interrupt system. Just before the 
observations, these earlier calibrations should be verified and the size of the 
photometer aperture selected to be compatible with the seeing conditions. The 
aperture should not be so small that light spilling out during moments of the 
worst seeing is a source of noise. The step response of the entire system 
should be well measured. Also, it has proven prudent to carefully monitor the 
signal continuously, with a chart recorder, and to note any known causes for 
events seen in the signal as they occur. Frequent calibration of the background 
and star signal levels is desirable. 

Synchronizing the observation with UT is accomplished through radio 
time signals. The accuracy achievable with this method is limited by the 
uncertainty in the propagation delay of the radio signals, which should be :s::: 
0.01 s. The timing synchronization should be confirmed both immediately 
before and after the data recording for the event. 

C. Limits to Spatial Resolution 

The limiting spatial resolution for a given occultation depends on four 
main factors: 

1. Diffraction; 
2. Angular diameter of the star; 
3. Signal-to-noise ratio of the data; 
4. Impulse response of the observing equipment. 

The effects of each of these factors can be best explained by tracing the 
path of the starlight through the rings, and into the telescope. Then we 
consider how the starlight is detected and how the resulting signal is processed 
and recorded. A plane wave from a distant point source encounters the rings, 
and the light not scattered or absorbed by the ring particles emerges on the 
other side of the rings and continues on its path through space. To learn its 
intensity pattern at a given distance from the rings, we must calculate the 
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diffracted intensity for this distance. Complicated diffraction effects can arise, 
but for our present purpose, we can simply note that the spatial resolution is 
degraded by (2AD)i where A is the wavelength of the light and D is the 
distance from the rings to the observer. As discussed earlier in this section, 
this limiting resolution for A = 2.2 µ,m is ~ 3.5 km in the sky plane, for 
typical distances between the Earth and Uranus. We can think of this limit as a 
circular ''beam profile'' in the sky plane, which is a plane passing through the 
center of Uranus, perpendicular to the line of sight. Projected into the plane of a 
ring, this beam profile becomes an ellipse that has a minor axis equal to the 
diameter of the circular beam profile in the sky plane. Along the minor axis of 
the ellipse, the resolution in the ring plane is the same as in the sky plane. 
However, the resolution is degraded by a factor csc B along the major axis of 
the ellipse, where Bis the angle between the line of sight and the ring plane. 

Presently, Bis about 70° for the Uranian rings, so that the resolution limit 
in the ring plane essentially equals that in the sky plane. When B becomes 
significantly smaller, the csc B factor becomes appreciably > l, as is always 
the case for Saturn. However, its effect on degrading the radial resolution in 
the ring plane depends on the orientation of the elliptical beam profile relative 
to the path of the star through the ring system. For example, if the occultation 
track were along the line joining the ansae of the rings, the radial resolution 
would not be degraded from the sky plane diffraction limit. However, the 
beam would be expanded in the azimuthal direction by the csc B factor. 

Since the star has a finite angular diameter, the point-source diffraction 
pattern of a ring is convolved with the intensity distribution function across 
the stellar disk. For a bright star of later spectral type, the resulting degrada
tion of spatial resolution can dominate diffraction. The relevant parameter is 
the length subtended by the angular diameter of the star over the distance 
between Uranus and the Earth (see Table I). 

Relativistic bending of the starlight by the planet's gravitational field 
results in a nonuniform radial shrinkage of the shadow, but does not affect the 
spatial resolution. For light grazing the limb of Uranus, this shrinkage 
amounts to ~25 km at the distance of Earth. 

Intrinsic to this light is the photon noise and whatever modulation is 
added on its path through the Earth's atmosphere. The critical parameter is the 
noise within the time that the star moves an element of spatial resolution in the 
ring plane, say, the diffraction limit. Hence, the noise in the time domain is 
scaled by the relative velocity (projected into the ring plane) of the Earth and 
Uranus. This velocity is typically 20 km s-', but can vary from a few to 
~30kms-'. 

After the light arrives at the telescope, it is detected and recorded. For 
observations at visible wavelengths, the detector is a photomultiplier, which 
has a negligibly short response time. The number of detected photons can be 
integrated over a short time and then recorded, with a negligible dead time 
between integrations. For infrared observations with star-sky chopping, the 
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process is more complicated. For these data, we have a detector time constant 
to contend with, and the beam is chopped between star and sky so that the star 
is observed only half of the time. The chopped signal is filtered, integrated 
and recorded. All of these processes can add significant response time to the 
data. The combined effect of these processes can be determined through 
measuring the step response of the system. One method for doing this is to 
rapidly move a star out of the center of the photometer aperture, if the 
telescope can be accelerated quickly enough. 

D. Summary of Observations 

All known occultation observations of the Uranian rings, through the 
1983 apparition, are summarized in Table I. The star designations KM and 
KME refer to the lists of occultation candidates published by Klemola and 
Marsden (1977) and Klemola et al. (1981). For each star, the V (0.56 µm) and 
K (2.2 µm) magnitudes are given, together with its estimated angular diame
ter. In the last two columns, the number of sites at which observations were 
obtained and references to published data are given. A typical set of record
ings, showing all nine rings, is presented at low spatial resolution in Fig. 3. 

Reports of possible other material in the ring system have been made by 
Millis and Wasserman (1978), Bouchet et al. (1980) and Sicardy et al. (1982). 
Also, Bhattacharyya and Bappu (1977) and Bhattacharyya et al. (1979) have 
asserted that an extended, Saturn-like ring system surrounds Uranus. How
ever, only nine rings have been confirmed. In fact, the occultation data place a 
limit of -0.05 on the optical depth of any inter-ring material that lies any
where from the top of the Uranian atmosphere to well beyond the orbit of 
Miranda. The imaging data place more stringent limits on the integrated 
amount of inter-ring material, as we discuss in Sec. IV. 

II. RING STRUCTURE 

A. Observed Characteristics 

Enough optical depth profiles have been accumulated for us to charac
terize the ring structures and to conclude that the radial structure is not, in 
general, the same from occultation to occultation. Hence the ring structure 
must vary with orbital longitude or time or both. Below we describe the 
structures that have been observed for all of the nine rings. These structures 
are illustrated in Figs. 4 through 7 and summarized in Table II. (See also 
Table III for figure parameters.) 

Rings 6, 5 and 4. These three rings are unresolved in all occultation 
observations to date, which suggests intrinsic radial widths .,:; 2 km. Lower 
limits on their widths in the range 0.4-0.8 km follow from the fraction of 
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Fig. 3. Occultations by the rings of Uranus. The pre-immersion and post-emersion occulta
tions by the rings of Uranus observed with the Kuiper Airborne Observatory ( Elliot et al. 
1977c) have been plotted on the common scale of distance from the center of Uranus in 
the ring plane. Occultations corresponding to the nine confirmed rings are easily seen. Most 
(if not all) of the low-frequency variations in the lightcurves are due to a variable amount 
of scattered moonlight on the telescope mirror (figure after Elliot 1979). 
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Radial Width 3 

(km) 

0.4-2 
0.8-2 
0.7-2 

5-10 

5-11 
0.5-2b 

-3 
2-3 

20-96 

TABLE II 

Ring Structures 

Normal Optical 
Depth Confirmed Structural Features 

;;,,0,5 
;;,,J.O 
;;,,o.8 

-1.4-0.7 ••Double-dip'· structure at widest 
part 

-1.5- o.35 
;;,,0,6h Broad component terminated by a 

2nd narrow ringlet - 55 km outside 
principal component 

;;,, 1.5 
;;,, 1.5 2nd component - 12 km inside 

?- 1.2" Consistent internal structure, 
sharp edges 

•- indicates established width variation, otherwise a range of possible widths is given. 
hNarrow component. 
"Optical depth of narrowest part of the e Ring is too high to be reliably measured. 

starlight that could be intercepted by a totally opaque ring. The integrated 
extinction of Ring 6 is somewhat less than that for Rings 5 or 4. There is little 
evidence for variations in extinction, although variations in width for all three 
rings might be expected by analogy with those established for the other 
eccentric rings (see below). 

a Ring. This ring is almost always resolved, and varies in width by a 

factor of - 2. At its maximum width of - 10 km, on two occasions, it has 
shown a "double-dip" structure: two components separated by -4 km, 
which is essentially at the limit of our spatial resolution. This could be 
indicative either of a structured ring or of an internal division that extends 
around the ring, but is resolved only where the ring is widest. At its widest 
part, the average normal optical depth of the a Ring is -0.7 (Nicholson 
et al. 1982). 

f3 Ring. This ring is also almost always resolved, and exhibits a range of 
widths similar to that of the a Ring. It shows, however, no evidence of 
internal structure except for a possible difference in the sharpness of the inner 
and outer edges. The average normal optical depth at the widest part of the /3 
Ring is -0.35, which suggests that it may contain about half as much mate
rial as the a Ring. This conclusion is supported below by an analysis of the 
width variations of both rings. 
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TABLE III 

Parameters for Ring Promesa 

Figure Zero-point True Anomalyb Radial Velocity 
Ring in text Radius (km) (deg) (kms-') 

6 4 41872 276.7 8.29 
5 4 42293 103.5 8.29 
4 4 42634 239.8 8.30 
a 5 44792 193. l 8.34 

/3 5 45713 132. l 8.36 

T/ 4,6 47216 (142.4) 8.39 
y 5 47667 (262.0) 8.39 
8 5 48337 316.3 8.40 
I: 7 51279 256.7 8.45 

•These parameters refer to the Cerro Tololo Inter-American Observatory profiles and would 
be slightly different for the European Southern Observatory and Las Campanas Observatory 
profiles. (See Figs. 4-7.) 

"Angle from periapse. 

riRing. This ring comprises both a narrow, unresolved component (see 
Fig. 4) and a broad ( ~ 55 km) component of low optical depth that is located 
primarily, and perhaps entirely, outside the narrow component. The optical 
depth of the broad component apparently varies considerably, with measured 
values ranging from ~0.03 to ~0.10, as shown in Fig. 6. A second unre
solved sharp feature occurs at or near the outer edge of the broad component. 
The T/ Ring appears strikingly similar to the F Ring of Saturn (Lane et al. 
1982), since they each have broad and narrow components of about the same 
widths and optical depths. One difference, however, is that the narrow com
ponent of the T/ Ring lies at the inner edge of the broad component while for 
the F Ring the situation is reversed. In this regard, it might prove significant 
that the radius of the T/ Ring is smaller than the corotation radius, while the 
radius of the F Ring is larger than the corotation radius. 

y Ring. This ring lies at the limit of our spatial resolution, and is probably 
~3 km in width and fairly opaque (T ~ 1.5). It appears to have very sharp 
edges, judging from the frequently prominent diffraction fringes on the occul
tation profiles. 

8 Ring. Although very similar in its occultation signature to the y Ring, 
the 8 Ring may be slightly narrower and/or less opaque. Its diffraction fringes 
are generally less prominent than those of the y Ring. It now appears probable 
that this ring also has a secondary component, in this instance located ~ 12 km 
inside, and with an integrated extinction ~ 10% of the primary component. 
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Fig. 4. Occultation profiles of Rings 6, 5, 4 and the narrow component of the '17 Ring. Here 
and in Fig. 5 the emersion data obtained from Las Campanas, the European Southern 
Observatory and Cerro Tololo on 15- 16 August 1980 have been aligned according to their 
midradii. The width of each of these profiles is near the diffraction limit. See Table III for 
zero-point radius (figure after Elliot et al. 1983). 

E Ring. This ring, with a width varying from 20 to 96 km (see below), is 
always well resolved and shows considerable structural detail (see Fig. 7). 
This structure is largely consistent from one occultation to another, except 
possibly for the narrowest profiles, which are essentially featureless and cor
respond to large optical depths. (Six representative observations of the E Ring, 
reproduced at a uniform radial scale, are presented in Fig. Sb.) The outer 
third of the ring consistently has the highest average optical depth, with a 
secondary maximum occurring at or near the inner edge. There are no re
solved gaps within the ring, although the presence of numerous unresolved 
gaps seems quite likely. Both inner and outer edges are sharp, and frequently 
show low amplitude diffraction fringes. The average optical depth of the 
E Ring is -1.2 at its widest part, and varies approximately inversely with 
ring width (see Table IV). 
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Fig. 5. Occultation profiles of Rings a, /3, y and ll (cf. Fig. 4). Note the "double-dip'' 
structure of the a Ring, the lack of structure in the /3 Ring and the diffraction fringes on 
the y Ring. See Table III for zero-point radius (figure after Elliot et al. 1983). 

TABLE IV 

Parameters for E Ring Profiles• 

Date Zero-point Radial Radial 
I= Immersion Radius True Anomaly Velocity Widthc 

Profile E=Emersion Siteb (km) (deg.) (km s-') (km) 

a 4/10/78 I LCO 50789 9.2 18.65 20.5 
b 4/10/78 E LCO 51353 113.9 18.79 76.5 
c* 4/22/82 I LCO 51504 141.9 17.49 88.7 
d 3/10/77 I PO 51594 182.5 12.28 98.2 
e 8/15/80 E LCO 51278 256.8 8.44 68.0 
f* 4/22/82 E LCO 51086 284.3 17 .63 46.5 

"See Fig. 8 in Sec. 11.C. 
"LCO = Las Campanas Observatory, Chile; 

PO= Perth Observatory, Australia. 
cThe widths plotted in Fig. 10 are based on a previous analysis and some may differ by up to 
2 km from the values presented in this table. Those in the table are preferred. 

*Since these data were not included in the orbit solution of Table VI, their zero-point radii, 
true anomalies and radial velocities may change, relative to the other data, when the fitted 
orbit model is updated to include these points. 
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Fig. 6. A comparison of r, Ring profiles from Las Campanas, the European Southern Obser

vatory and Cerro Tololo obtained on 15-16 August 1980. Note the different occultation 
depths obtained at the three observatories. See Table III for zero-point radius (figure after 

Elliot et al. 1983.) 

B. Model Profiles 

From the above discussion, we see that the structures of most rings 
cannot be described by a simple model. However, deconvolution of the actual 
profiles from the data is not possible because we lack the phase of the detected 
light and have limited signal-to-noise ratio. While not the ideal solution to 
these problems, the fitting of simple models to the profiles does yield certain 
information. First, it provides a consistent method for obtaining the mid
times of ring occultations, which are needed to determine the ring orbits 
(see Sec. III). Second, model fitting is also a consistent method for defining 
the ring widths. 

Two types of model have been fitted to the data. The first is a trapezoid 
model, which includes th..: effects of a finite star diameter and the time 
constant of the data recording system, but not diffraction (Elliot et al. 1981b ). 
The second model treats the optical depth profile of the ring as a ''square 
well'' of uniform, nonzero transmission and includes the effects of diffrac
tion, the passband of the filter, the stellar diameter and the time constant of 
the data-recording equipment (Nicholson et al. 1982). A typical model ring 
profile at various stages of the calculation is shown in Fig. 9. The above 
conclusions concerning intrinsic ring widths and optical depths are based 
on such modeling. 
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Fig. 7. A comparison of E Ring profiles from Las Campanas, the European Southern Obser
vatory aad Cerro Tololo on 15- 16 August 1980. Coincident features in the three profiles, 
most of which correspond to those pointed out by Nicholson et al. (1982), have been 
highlighted by dashed lines. See Table III for zero-point radius (figure after Elliot et al. 
1983). 

C. Width-Radius Relationships 

The systematic variation in radial width of the E Ring provided the first 
clue that at least one of the Uranian rings was eccentric. Nicholson et al. 
(1978) discovered a linear relation between the width and radius of different 
segments of this ring. Such a relation is expected for an eccentric ring whose 
inner and outer edges have slightly different eccentricities but the same lon
gitude of periapse (see below). Subsequently, similar width-radius relations 
were established for the a and /3 Rings (Elliot et al. 1981b; Nicholson et al. 
1982). Figs. 10-12 show these relations, revised to include the 1981 and 1982 
observations. 

Although this eccentric model is clearly in good agreement with the 
observations, especially for the E Ring, differential apsidal precession be
tween the inner and outer edges of each ring due to Uranus' oblate figure 
amounts to 180° in only a few hundred years. Rapid disruption and circulari
zation of initially eccentric rings is thus inevitable, unless some mechanism 
exists to cancel the differential component of precession. Goldreich and Tre
maine (1979b) have shown that this can be accomplished by the rings' self
gravity, although other possibilities also exist (Dermott and Murray 1980). 

A uniformly precessing, eccentric ring can be described in terms of a set 
of nested, nonintersecting ring particle orbits, much like the streamlines of 
laminar fluid flow. Each orbit is a Keplerian ellipse with a certain semimajor 
axis a, eccentricity e, and longitude of periapse w. All orbits share the same 
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Fig. 8a. A diagram of the E Ring, viewed from above Uranus' north pole, showing the 
locations of the various stellar occultation profiles. Note that the width of the ring is 
exaggerated by a factor of l00 for purposes of clarity, but that the center line of the ring 
is plotted with the correct eccentricity of O. 0079. 

apsidal precession rate <iJ, but there is a gradient (across the ring) of e, and 
possibly of was well. In terms of the total ranges in a, e and w from the inner 
to the outer edge of the ring ( & , & and 8w), the radial width of the ring as a 
function of azimuth O, measured from the mean periapse, is 

w = (l - qecosO -qwsin 0) &, 

= (1 - Q cos (0-00 )) 6a (1) 

whereqe = a8e/8a, qw = ae6w/8a, Q = (q/ + qw2)i, and tan 00 = qwlqe = 
e f>w/ & . This expression is derived under the simplifying, but quite valid, 
assumptions that & <<e <<1, & <<a, 6w <<n/2, and f>a/a <<f>e/e. 
To 0(e), the mean radius of the ring is given by r = a (1 - e cos 0), 
where a and e are the mean semimajor axis and eccentricity, so that if f,iiJ = 0 
we have the linear relation: 

& 
w =& +-(r-a). (2) 

e 
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Fig. 8b. Six representative occultation profiles of the E Ring, corresponding to observations 
(a-f) in Fig. 8a, plotted at a uniform radial scale. Details of the particular observations may 
be found in Table IV. The ordinate is observed flux, normalized to the average flux levels 
immediately preceding and following the event. Except for the March 1977 profile, no 
attempt has been made to subtract the small, but rather uncertain, contributions of Uranus 
and the rings to the total flux. Dashed lines indicate the upper limits to these contributions, 
where they are > I% of the stellar flux. The unusually smooth appearance of the April 1982 
profiles (c and f) is due, in part, to the rather large angular diameter of the occulted star 
(see Table I). The data is from Millis et al. (1977a), Nicholson et al. (1978, 1982), and 
K. Matthews (April 1982, unpublished). 

From these relations, and from the linear fits to the observed widths in 
Figs. 10- 12, values of 8a and & have been obtained for the a, f3 and e Rings 
and are given in Table V. Mean values of a and e are taken from the kinematic 
models in Table VI. Also given are the inferred minimum and maximum 



44 

?: .iii 

J. L. ELLIOT AND P. D. NICHOLSON 

-

; 0 .Q t---+------<f---+----+--+---+--+--+-+---+--+---+------<f---+----+-----< 

1 c d 

a.a '---'----'---'---'----'---'--_.__----'--'---'---''---'---'---'---'-~ 
-2 a a.a ,2.0 

Time Isl 
a a 2.0 

Fig. 9. Successive steps in the generation of a synthetic occultation profile for an opaque ring 
with a projected width of 3.0 km. The geometric shadow of the ring is indicated by a 
horizontal bar, and the velocity of the shadow relative to the observer is 7.5 km s~ 1 • (a) 
Monochromatic (A = 2.2 µ.m) diffraction pattern for a point source; (b) averaged over the 
2.0-2.4-µm passband; (c) convolved with the intensity distribution of a uniform circular 
source of angular diameter 1.3 x 10-• arcsec; (d) convolved with the instrumental response 
function (figure after Nicholson et al. 1982). 

widths, &O-qe) and &(1 +qe), Strictly speaking, these widths are FWHM 
occultation profile widths and are larger than the intrinsic ring widths by 
0.5-1.0km. 

In the future, with an improved data base, it may be possible to determine 
Mr from the distribution of ring widths with orbital longitude. We note that 
the effect of a small deviation in longitude of periapse between the inner and 
outer edges of an eccentric ring is to produce a much larger (by a factor of 
e I & ) offset in the longitude of minimum ring width from the mean longitude 
of periapse. Such an offset has been discussed by Dermott and Murray (1980) 
in connection with the development of the eccentricity gradient across the E 

Ring. Measurement of a nonzero 8cu could provide information on dissipative 
processes operating within the rings. 

The mechanism by which the a, f3 and E Rings are maintained in a state 
of uniform precession is uncertain, but the simplest and most readily quan
tified model is that of Goldreich and Tremaine (1979a), who attribute the 
necessary small perturbations to the "free" precession rates (i.e., those in-
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The line is a linear least-squares fit of Eq. (2) to the data, the resulting values of & , 6e and 
'le being given in Table V. Deviations of individual points from the fitted relation are no 
more than a few km in radial width, comparable to the uncertainties in the measurements. 

duced by Uranus) to the self-gravity of the rings. One prediction of this model 
is that the eccentricity gradient Qe must be positive, as observed. A second 
consequence is a relation between the total mass of each ring and the param
eters 8a and 6e: 

(3) 

where J 2 is the usual coefficient in the zonal harmonic expansion of Uranus' 
gravitational field, R is the equatorial radius of Uranus, and/ is a dimension
less factor which depends on the distribution of mass within the ring. Gener
ally,/= 0.5 (Goldreich and Tremaine 1979a,b). From this expression, and 
the value of J 2 derived from kinematic models of the rings in Sec. III, the ring 
masses and average surface densities a given in Table_ V are derived. Note 
that the mass obtained for the a Ring is - 50% greater than that obtained for 
the /3 Ring, and that the inferred minimum surface densities, corresponding to 
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of the a Ring is more complicated than the present simple model.) Values of Ila, oe and q e 

derived from the fit are given in Table V. 

maximum widths, are in approximate proportion to the optical depths given 
above. In each case, the opacity, defined as Tl<T, is -0.8 cm 2 g-'. The 
implied mass of the E Ring is much greater, and it seems likely that this ring 
contains -99% of the total mass in the system. The opacity derived for the E 

Ring, 0.08 cm 2 g-', is significantly lower than that obtained for a and {3, as 
pointed out by Yoder (1982). This suggests a somewhat larger mean particle 
size for the E Ring. In comparison, the opacity of Saturn's A and B Rings, as 
inferred from the study of density waves (see chapter by Cuzzi et al.), is 
-0.01 cm 2 g-' in most regions where it has been measured. Analyses of two 
narrow, eccentric ringlets in Saturn's C Ring yield opacities of 0.05 cm2 g-' 
(Esposito et al. 1983; Porco et al. 1983), comparable with that of thee Ring. 

Finally, we note that a similar argument about disruption by differential 
precession applies to inclined rings, so that for such rings the nodal line must 
regress uniformly. According to the self-gravity model, such uniform regres
sion must be accompanied by gradients in inclination across the ring, with 8i/i 
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Fig. 12. Width-radius relation for the /3 Ring, with symbols as in Figs. IO and 11. Note that the 
total range in radial width for the /3 Ring is comparable to that shown by the a Ring, 
although the eccentricity of /3 is significantly lower (see Table VI). Only one discrepant 
point, shown in parentheses, has been omitted from the least-squares fit of Eq. (2) to the 
data, the results of which are given in Table V. 

= oe/e (Borderies et al. 1983). It may be possible to detect such gradients by 
their effects on the projected widths of the inclined rings (see Sec. III), 
although the present near pole-on aspect of the system reduces the predicted 
amplitude of the effect to :s l km for any of the rings. 

III. RING ORBITS 

A remarkable feature of the Uranian rings is the high precision with 
which we can derive their orbits from multiple occultation observations. From 
each event we obtain a large number of points on the ring orbits whose relative 
positions are precisely known. The situation is illustrated in Fig. 13 for the 
discovery occultation on 10 March 1977. The basic reason for the high preci
sion of the orbital parameters is the high precision of the occultation data; but 



48 J. L. ELLIOT AND P. D. NICHOLSON 

TABLE V 

Width-Radius Relations and Ring Masses 

Ring 

Directly Measured Parameters 
a (km)a 
& (km) 
ea 
& 
q,.=a&!& 
Minimum width (FWHM, km) 
Maximum width (FWHM, km) 
Normal optical depth at 

maximum width, 7 0 

Parameters Inferred From 
Goldreich and Tremaine Model 
Total mass (g) 
Average surface density a(g cm-') 
a at maximum width a 0 (g cm_,) 
Opacity = 7 0 /a0 (cm' g-') 

"From kinematic models. See Table VI. 
hNicholson et al. (1982). See Table II. 

DI 

44758 
7.5 ± 0.2 
7.8 X 10-• 
5.8 X 10-• 

0.35 ± 0.03 
4.9 

10.1 

0.7b 

2.6 X 10' 6 

1.2 
0.9 
0.8 

clntegrated optical depth/FWHM at maximum width. 

/3 

45701 
7.8 ± 0.3 
4.3 X 10-• 
6.0 X 10-• 

0.35 ± 0.05 
5.0 

10.6 

0.35b 

1.4 X 10'" 
0.65 
0.5 
0.8 

E 

51188 
58.0 ± 0.4 
7.94 X 10-" 

7.4 X 10-• 
0.65 ± 0.01 

19.8 
96.3 

1.2c 

4.9 X 1018 

26 
16 
0.08 

another important factor is that the pole of Uranus is only 8° from its orbit 
plane. Hence, we see the rings from a continuously changing aspect that goes 
through a complete cycle during an orbit period of about 84 yr. In 1986 the 
ring system will appear almost pole-on to the Earth. A fundamental difference 
exists between determining satellite orbits and ring orbits from Earth-based 
observations: for satellite orbits we know the revolution period more precisely 
than the orbit dimensions; for ring orbits we know the dimensions precisely, 
but can measure only their precession periods-not their revolution periods. 

The kinematic model has been developed through a series of papers 
(Elliot et al. 1978, 1981a,b; Nicholson et al. 1978, 1981, 1982; French et al. 
1982) into its present state. The model treats the rings as ellipses, which are 
inclined to the equatorial plane of Uranus and precessing under the influence 
of the zonal harmonics of Uranus' gravitational field. Both apsidal and nodal 
precession rates are assumed to be uniform across each ring, for the reasons 
discussed in the previous section. Hence it is only necessary to fit the orbit of 
the center of mass of each ring (approximated by its center line), rather than 
the two edges separately. The uniform ring precession rates are taken to be the 
rates appropriate to an infinitely narrow ring located at the center line. 

The origin of the apsidal and nodal precession can be understood most 
readily in terms of the three natural angular velocities of particle motion about 
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OBSERVED OCCULT ATION POINTS IN THE SKY PLANE AT URANUS 
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Fig. 13. Observed occultation points in the sky plane at Uranus for the 10 March 1977 
occultation of SAO 158687. The observed points are indicated by open circles, pre
immersion points to the right and post-emersion points to the left. The dashed lines show the 
tracks of the observatories in the sky plane. The rings are indicated by dotted lines and the 
solid segments between the observed occultation points. The radius of Uranus corresponds 
to a number density level of 6 X 1013 cm-3 (figure after Elliot et al. 1978). 

an oblate planet: the mean angular velocity* of the orbital motion n; the mean 
angular velocity of radial oscillations for a particle slightly· displaced from a 
circular orbit K; and the mean angular velocity* of vertical oscillations for a 
particle slightly displaced from the planet's equatorial plane 11. In terms of the 
mass and equatorial radius of the planet M and R and the usual zonal gravity 
harmonic coefficients 12 and 14 , these three angular velocities are given by the 
following expressions, correct to first order in orbital eccentricity and inclina
tion for terms involving 12 , 1: and 1 4 : 

(GM)½ l (R)' n = 7 1 + ¾12 ~ _ :i1: (: r -ti 14 ( = r J 

K=(~~r l1+¾12(:r -:z1:(:r-*14(:rJ 
v=(~~r [1+!12(:r -~½1: (:r-~14(:rJ· 

*The units of' 'angular velocity" are radians/seconds. 

(4) 

(5) 

(6) 
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Since n > K, the longitude of periapse, measured from some inertially fixed 
direction, advances at a rate* 

(7) 

Similarly, the longitude of the node regresses at a rate 

. (GM½ [ (R)" (R)• (Ra)•] n = n -v = - 7 ) ll 2 ~ - ! 1: ~ -11-14 (8) 

The fixed reference direction is chosen as the ascending node of Uranus' 
equatorial plane on the Earth's equator of 10 March 1977, 20h UT. 

In Eqs. (4) through (8), the quantity a is the geometrical semimajor axis 
of the ring, i.e., the semimajor axis of the best fitting ellipse traced by the ring 
particles. The deviation of the ring from an ellipse due to the harmonics of the 
Uranian potential would be order ae 2l,(Rla) 2

, only ~0.003 km for the E 

Ring. Although a 2nd-order analysis is adequate for the instantaneous geome
try of the rings, the secular effects of the precessions will require a 3rd-order 
treatment within the next few years. This will introduce terms in Eqs. (7) and 
(8) of order 1~, e2l 2 , 1,1., i2 12 , I, and 10 • The required expressions can be 
obtained by extending the analysis of Brouwer (1946) to the next order. 

As discussed by Greenberg (1981), equivalent forms of Eqs. (7) and (8) 
have been written in terms of the osculating Keplerian elements (Brouwer 
1959) and in terms of the observables (n and a) for satellite orbits (Kozai 
1959; Brouwer 1946; Null et al. 1981). These three forms differ in the numeri
cal coefficient of the 1: term, since our a is not the osculating Keplerian 
semimajor axis and n =I' (GM la")½ (see Eq. 4). 

These equations are the only dynamics included in the present kinematic 
model; the rest of the job just involves being careful with geometry. The 
method basically follows Smart's (1977) procedure, except that it becomes 
conceptually easier to project the occultation points into a three-dimensional 
coordinate system at Uranus instead of using Smart's fundamental plane that 
passes through the center of the Earth. Details of the method are discussed by 
Elliot et al. (1978, 1981b) and French et al. (1982). 

We summarize the steps in the procedure as follows. First, the midtimes 
of the ring occultations are determined by either fitting a model profile or 
finding the midtime between the half-maximum signal points on the occulta
tion profile. Next, the ephemerides of Uranus and the star are calculated, 
including the effects of precession and nutation but not stellar aberration, and 
these data are used to calculate coordinates and velocities (relative to the 
center of Uranus) for the star at the occultation times. This information is then 
available to a least-squares fitting program that minimizes the sum of the 

*This rate is also denoted by 11- in the literature. 
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Fig. 14. Eccentricities (•) and inclinations (O) of the Uranian rings. The eccentricity and 
inclination (in radians) for each of the nine presently known rings are plotted against the 
semimajor axis. Except for the eccentricity of the E Ring, the e's and i's show a decreasing 
trend with increasing semimajor axis. The eccentricities of the 71 and y Rings, as well as the 
inclinations of the 71 and E Rings, are not large enough to be statistically significant (figure 
after French et al. 1982). 

squared residuals (in time) between the data and the orbit model. In accor
dance with our geometrical definition of the semimajor axis, the eccentricity e 
and inclination i (relative to Uranus' equatorial plane) are also defined in 
terms of the inclined ellipse traced by the ring particles. The free parameters 
in the final solution are: 

1. a, e, and i for each ring; 

2. The longitude of periapse (cJ0 ) and the longitude of the ascending node 
(00 ) for each ring at a specified epoch (10 March 1977 at 20h UT); 

3. The right ascension and declination ( av and <'>v) for the rotation pole of 
Uranus; 

4. 12 and 1. for Uranus; 
5. Corrections in right ascension and declination (6.a and 6.S) to the coor

dinates of each occulted star. 
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Fig. 15. Development of ring orbit models. As the model has been made more realistic by 
including more parameters, the rms error per degree of freedom has decreased. However, 
the rms error of the present model is still substantially larger than the timing errors in the 
data, indicating that the model is not yet complete. 

The most recent model, incorporating data through April, 1981, fits 61 
parameters to 140 data points and is given in Table VI, where the errors are 
the formal errors in the parameters from the least-squares fit. One interesting 
relation between the orbit parameters is shown in Fig. 14, where the eccentric
ity and inclination of each ring is plotted versus its sernimajor axis. Except 
for the eccentricity of the e ring, we see a generally decreasing trend of the 
eccentricities and inclinations as the semimajor axis increases. This effect 
may or may not prove significant, and no explanation has been proposed 
so far. 

The precision of the orbit model has continually improved, as indicated 
by the rms error per degree of freedom in the graph in Fig. 15. Here we see 
that the rms error has steadily decreased with each major improvement to the 
model. However, we still have significant improvements to make before 
we reach the limit of the precision (-0.015 s) with which we can determine 
the midtime of a ring occultation profile in the presence of random noise 
in the data. Some of the effects that might be causing the large residuals 
are: (i) systematic errors in the times reported at different observing stations 
for the same occultation; (ii) velocity errors in the ephemeris of Uranus; 
(iii) the manner in which the midtimes are defined for the rings of irregular 
structure such as the a Ring; and (iv) unknown causes. 
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Other effects, which have been discussed by Freedman et al. (1983), are 
(i) the motion of Uranus relative to the barycenter of the system between the 
immersion and emersion occultations; (ii) the forced ring precession due to 
possible shepherd satellites between the rings; and (iii) perturbations of the 
orbits from ellipses, again due to the possible shepherds. 

IV. IMAGING AND SPECTRA 

While the systematic observation of stellar occultations has led to a de
tailed picture of the kinematics, widths, optical depths and radial structure of 
the Uranian rings (as discussed in the preceding sections), our knowledge 
concerning the nature of the ring particles themselves is much less complete. 
In particular, we know neither the composition of these particles nor their size 
distribution. The most direct way of approaching these questions is to study 
both the spectral and spatial distribution of sunlight reflected from the rings. 
Knowledge of the reflection spectrum will constrain, and perhaps uniquely 
specify, the surface composition of the ring particles, while information on the 
particle size distribution can be obtained from a study of the phase function of 
the rings at different wavelengths. Information on the particle size distribution 
can also be obtained from occultation observations at different wavelengths. 
A fourth potential source of valuable information concerning both composi
tion and particle size is the spectrum of thermal flux emitted from the rings. 

Unfortunately, the possibilities for making such observations with 
Earth-based telescopes are extremely limited for several reasons. Foremost 
of these is the extreme narrowness of the rings and thus their small projected 
area on the sky (1.3% of the area of Uranus' disk, under the most favorable 
conditions). This, combined with a maximum angular diameter of the ring 
system of only 8 arcsec, makes direct observations virtually impossible except 
at wavelengths corresponding to deep absorption bands in the spectrum of 
Uranus. Sufficiently deep bands, due largely to CH., occur only in the near 
infrared (0.8-4.0 µm), precluding useful visual photoelectric or photographic 
observations of the rings. Two further limitations on Earth-based observations 
stem from Uranus' great distance from the Sun: a maximum observable phase 
angle of only 3?1, and an equilibrium temperature for dark, isothermal ring 
particles of 65 K. At this temperature, and for a particle geometric albedo of 
0.03 (see below), thermal emission from the rings exceeds reflected sunlight 
only for wavelengths longer than l 1.5 µ,m, where the Earth's atmosphere is 
largely opaque. In the radio region, the anticipated thermal flux from the 
rings, -0.07 mJy at a wavelength of 3 cm, or -0.4% of the measured flux 
from Uranus, is almost certainly undetectable. Radar observations of the 
Uranian rings, such as have been successfully made of Saturn's rings, are 
rendered impractical by a combination of small target area, great distance, 
a two-way light-travel time of - 5 hr. and, at present, Uranus' southerly 
declination (which puts it beyond the range of the Arecibo antenna). 
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Fig. 16. Spectral reflectances of the Uranian system between 1.5 and 3.9 µ,mas observed with 
both large (open symbol) and small (filled symbol) circular apertures centered on Uranus. 
Solid lines and circles represent circular variable filter data (resolution 0.03 to 0.05 µ,m); 
squares represent narrowband filter measurements at 3 .48 and 3. 89 µ,m; diamonds represent 
broadband 2.2 µ,m measurements. Error bars are included for representative points, when 
larger than the diameter of the symbols. 1-o- upper limits are shown at 3.15 and 3.36 µ,min 
the small aperture spectrum. Ordinate scale on right gives the geometric albedo of Uranus 
for an equatorial radius of 25,600 km, and ignores the contribution by the rings to the large 
aperture data. Horizontal dashed lines indicate the reflectance of the rings alone for ring 
geometric albedos of0.02 and 0.03 (figure after Nicholson et al. 1983). 

A. Infrared Spectrophotometry 

Pending the encounter of Voyager 2 with Uranus in January 1986 and the 
advent of the Space Telescope, when many of these difficulties should be 
overcome, we are restricted to observations in selected regions of the near
infrared spectrum. Fig. 16 shows the spectral reflectance of Uranus and its 
rings in the wavelength range 1.5 to 4.0 µ,m (Nicholson et al. 1983). It is 
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Fig. 17. The geometric albedo of the Uranian rings between 2.0 and 3.9 µ,m, as derived from 
the observations and an average integrated ring width of 85 km. Circles, squares, and 
diamonds have same meaning as in Fig. 16 (figure after Nicholson et al. 1983). 

apparent that the rings should be most readily detected and studied in the 
2.0-2.5 µ,m and 3.1-4.0 µ,m bands. The former is due to a combination of 
several CH. bands and the fundamental pressure-induced vibrational absorp
tion of H2 , while the latter is due to the v, fundamental of CH •. 

Spectrophotometric observations in the 2.0-2.5 µ,m region, with spectral 
resolutions of -0.04 µ,m, have been published by Nicholson and Jones 
(1980) and Soifer et al. (1981). These observations have been repeated and 
extended to the 1.5-1.85 and 2.95-4.0 µ,m regions by Nicholson et al. 
(1983), whose derived albedo spectrum for the rings is shown in Fig. 17. This 
spectrum was obtained by subtracting the spectrum of Uranus, recorded with 
small circular apertures of 3. 5 to 5. 9 arcsec diameter, from the combined 
spectrum of Uranus plus rings recorded with 10 to 12 arcsec diameter aper
tures. This method can obviously provide reliable results only at wavelengths 
where the integrated flux from the rings is comparable to, or greater than, that 
from the planet itself. A significant source of uncertainty in the derived ring 
albedos lies in the seeing corrections that must be applied to the Uranus 
spectrum in order to account for planetary flux spilling out of the necessarily 
undersized small aperture. These corrections are estimated from multi
aperture observations of Uranus at 1.25 and 1.65 µ,m, where the contributions 
from the rings are insignificant (Matthews et al. 1982). 
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Within the uncertainties in the data, the spectrum of the rings appears to 
be essentially flat between 2.0 and 4.0 µ,m. Average geometric albedos, 
calculated for an integrated effective width for the 9 rings of 85 km, are 0.020 
±0.003 between 2.08 and 2.40 µ,m, 0.024 ±0.006 between 2.94 and 
3.08 µ,m, 0.028 ± 0.005 at 3.5 µ,m, and 0.017 ± 0.005 at 3.9 µ,m. Broad
band 2.0-2.4 µ,m photometry yields a slightly higher value of 0.032 ± 0.005 
(Matthews et al. 1982). These albedos refer to the rings as a whole, and most 
particularly to the e Ring, which contributes ~70% of the surface area. The 
geometric albedos of the ring particles must be slightly higher because of the 
finite ( T = 1 to 2) optical depth of the rings. 

At shorter wavelengths, only rough estimates of, or upper limits on, the 
ring albedo are available. At 0.89 µ,m, Thomsen et al. (1978) measured a 
geometric albedo of 0.02 ± 0.01, while Sinton (1977) and Smith (1977) set 
upper limits of 0.05 and 0.01, respectively, for integrated ring widths of 100 
km. More recently, B. A. Smith and J. A. Westphal (personal communica
tions) have each succeeded in detecting the rings at 1.0 µ,m using CCD 
imaging systems, but no useful albedo estimates are available. Nicholson et 
al. (1983) estimate an upper limit to the ring geometric albedo of 0.02 at 1. 7 
µ,m. It appears, therefore, that the rings are quite dark at all wavelengths at 
which they have been observed, covering, albeit very incompletely, the range 
0.89 to 3.9 µ,m. 

While no direct identification of the surface composition of the ring 
particles can be made from our present knowledge of the reflection spectrum, 
certain inferences can be drawn from the lack of prominent spectral features in 
the 2.0-4.0 µ,m region. First, the ring particles are not covered by substantial 
amounts of either H20 or NH3 frost. This follows from both the very low 
2.0-2.4 µ,m albedo and the absence of a strong absorption feature at 3.0 µ,m 
exhibited by both of these materials (Larson and Fink 1977). In addition, 
H20 frost absorbs at 2.0 and >2.5 µ,m quite strongly, while NH. frost 
absorbs at 2.0 and 2.2-2.3 µ,m (Kieffer and Smythe 1974; Larson and 
Fink 1977). This conclusion is significant in light of the identification of 
H20 frost on the surfaces of four of the Uranian satellites (Cruikshank 1980; 
Cruikshank and Brown 1981; Soifer et al. 1981). 

A second constraint from the spectral data is that the surface material of 
the ring particles does not contain appreciable quantities of bound or adsorbed 
H20. Hydrous materials invariably show a broad, strong absorption feature 
centered at 2.9-3.0 µ,m (Hovis 1965; Fink and Burk 1973; Pollack et al. 
1978), which is not apparent in the ring spectrum. This feature persists even 
when opaque materials such as carbon are mixed with the hydrous material 
(Larson et al. 1979), although the weaker 1.4 and 1.9 µ,m H.O features may 
be suppressed in such a mixture (Johnson and Fanale 1973). 

A comparison of the spectrum, and more especially the albedo, of the 
Uranian rings with published spectra of other solar system objects does not 
reveal any likely matches. Among the meteorites, only carbonaceous chond-



58 J. L. ELLIOT AND P. D. NICHOLSON 

rites, ureilites and "black chondrites" have 2.0-2.5 µrn reflectances (= 

Bond albedos) ~0.10 (Gaffey 1976). Of these, only the primitive Cl and C2 
carbonaceous chondrites have reflectances ~0.05, and Larson et al. (1979) 
have shown that these objects exhibit strong 3.0 µm absorptions due to H 20. 
Several small satellites, notably Phobos, Deimos and Amalthea, have visual 
geometric albedos of 0.04 to 0.06 (Veverka 1977; Smith et al. 1979). 
Amalthea, however, has a considerably higher reflectance in the 2.0-2.5 µ,m 
region (Neugebauer et al. 1981). We still lack 3-4 µm observations of these 
objects. The leading (i.e., dark) side of Iapetus has a geometric albedo of 
-0.12 in the 2.0-2.5 µm region (Soifer et al. 1979), and a deep absorption 
feature at 3.0 µm which is evidently due to small amounts of H20 frost 
(Lebofsky et al. 1982). A few data are available concerning the infrared 
spectra ( > 1. 1 µm) of asteroids ( Larson and Veeder 1979). C-type asteroids 
have relatively flat 0.6-2.2 µm spectra and geometric albedos :50.065, with 
some as low as 0.02-0.03 (Morrison and Lebofsky 1979). The best-studied 
asteroid of this type, I Ceres, exhibits a pronounced 3.0 µm absorption, 
interpreted in terms of bound H20 in the surface material (Lebofsky 1978; 
Larson et al. 1979; Lebofsky et al. 1981), although not all C-type asteroids 
show this feature (Lebofsky 1980). 

Is it possible that the rings are uniformly dark in backscattered light 
because the scattering cross section is dominated by particles with sizes com
parable to, or smaller than, the wavelengths of observation, rather than be
cause the particles themselves are intrinsically dark? A direct answer to this 
question should be provided by Voyager 2, which will observe the rings at a 
wide range of phase angles. At present, the particle size distribution in the 
rings is constrained by the mean surface densities derived from their observed 
eccentricity gradients using the Goldreich and Tremaine model (see Table V). 
For the E Ring, a mean surface density of 26 g cm-", combined with an 
estimated mean optical depth of - 2, suggests an effective particle diameter of 
20 cm, for a particle density of 1 g cm - 3 • It is difficult, although perhaps not 
impossible, to construct a size distribution which reconciles this effective, 
mass-weighted diameter with an effective diameter for light scattering of -1 
µm. There also does not appear to be a strong dependence of the geometric 
albedo of the rings on wavelength, which provides a further argument against 
scattering by micron-sized particles. Finally, the occultation profiles of the 
rings have as yet shown no discemable differences for wavelengths of 0.62, 
0. 75, 0.85 and 2.2 µm, again arguing for a small population of micron-sized 
particles. 

B. 2.2 µm Mapping 

With the above-mentioned exception of CCD observations at either 0.89 
or 1.0 µm, there are no presently available astronomical techniques capable of 
directly imaging the Uranian rings from the surface of the Earth. (This situa
tion may, however, soon be remedied by the development of arrays of infrared 
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detectors.) Because of the greatly reduced scattering of planetary flux, and the 
absence of atmospheric seeing, the Space Telescope should provide useful 
visual images after the Voyager 2 encounter. Even the Space Telescope, of 
course, will not be able to resolve the 10-• to 10-2 arcsec widths of the rings, 
although it should permit studies of the photometric and spectroscopic prop
erties of individual rings (see Chapter by Smith). 

It is possible, however, to produce maps of the broad distribution of 
reflected light from the rings from scans of the system made with an infrared 
photometer in the 2.2 µm (K) band. Two such maps, with resolutions of 5 
arcsec (or 65,000 km), are presented in Fig. 18, and again in Fig. 19 in the 
form of gray-scale images. These figures have been adapted from Matthews 
et al. (1982). The maps were actually produced from sets of simultaneous l .6 
and 2.2 µ,m scans. At 1.6 µ,m, only the planet appears, while at 2.2 µ,m the 
(integrated) brightness of the ring system is about three times that of Uranus. 
The I. 6 ,um scans may, therefore, be used to subtract the planetary component 
from the 2.2 ,um scans, leaving the contribution from the rings alone. 

The principal significance of these maps is that they are sensitive to the 
possible presence of broad, optically thin, components of the ring system, 
such as have been reported by Bhattacharyya and Bappu (1977). Material with 
a normal optical depth ,s;0.05, distributed smoothly, is extremely difficult to 
detect in stellar occultation recordings, although if spread over the 9000 km 
radial range of the 9 narrow rings, such material could account for up to 80% 
of the light reflected by the system. That this situation is, in fact, not the case 
is demonstrated by the approximately 2:1 azimuthal brightness variation exhi
bited by both maps. This variation is primarily due to the variable width of the 
e Ring ( see Figs. 8 and 10), which provides - 70% of the total surface area of 
the narrow rings. The position angle of minimum ring brightness in each map 
coincides with the predicted position angle of the periapse, or narrowest part, 
of this ring based on the kinematic model described in Sec. Ill. In contrast to 
this observed azimuthal variation, any broad component of the ring system 
should appear axially symmetric, because of the rapidity with which any 
clumps of material are sheared out by the orbital motion of the particles 
(period - 8 hr). A quantitative comparison of the ratio of observed 
brightnesses at the positions of the e Ring apoapse and periapse with the 
predicted ratio based on computer-generated model maps leads to an upper 
limit of 0.003 on the optical depth of any axisymmetric ring component with a 
nominal width of 5000 km (Matthews et al. 1982). These model maps, shown 
also in Figs. 18 and 19, incorporate the known width variation and apsidal 
precession of the e Ring, as well as a constant integrated width of 30 km for 
the other 8 rings (the width variations of the a and {3 Rings are comparatively 
unimportant, in this context). In addition, the above-mentioned comparison of 
brightness ratios takes into account a variation in optical depth around the e 
Ring, in inverse proportion to the width variation. If the e Ring's optical 
depth is, on the other hand, essentially constant (an unlikely possibility) then 
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Fig. 18. Contour maps of reflected light from the rings of Uranus at a wavelength of 2.2 1-tm. 

Simultaneous observations at 1.5 or 1.65 1-tm were used to subtract the planetary component 
of flux at 2.2 1-tm, as described in the text. Also shown are model maps constructed for the 
dates on which the observations were made. The model consists of a single circular ring 
whose brightness is proportional to the projected integrated width of the nine known narrow 
rings, and whose orientation and precession rate are those determined for the e Ring from 
occultation observations (see text). The location of the e Ring is indicated by a dashed 
ellipse, while the cross represents the center of Uranus' disk, which has a diameter of -4 
arcsec. The maps cover an area of 16 x 16 arcsec. Contours represent flux levels on an 
arbitrary but linear scale, with the scale of the models adjusted to match that of the observa
tions. Zero and negative contours are suppressed for clarity; the 1-u noise level in the 1978 
map is ±0.4 contour interval, and ±0.6 contour interval in the 1979 map. Resolution of all 
maps is - 5 arcsec, as determined by the convolution of the 4-arcsec scanning aperture with 
seeing of 1.5 to 2 arcsec. (a) Map constructed by averaging eight sets of scans made on 19 
May 1978; (b) Map constructed by averaging four sets of scans on 6 and 7 July 1979; (c) 
Model map for 19 May 1978; (d) Model map for 6- 7 July 1979 (figure after Matthews et al. 
1982). 
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Fig. 19. Gray-scale images of the rings of Uranus , derived from contour maps in Fig. 18 . The 
May 1978 map represents the average of 4 hr of observations on the Hale 5-m telescope on 
19 May 1978, and the July 1979 map a total of 2 hr of observation on 6 and 7 July 1979. 
Resolution of the images is - 5 arcsec , as set by the convolution of the 4 arcsec diameter 
scanning aperture with atmospheric seeing. Each image covers an area of 20 x 20 arcsec, 
centered on Uranus. North up, east to the left. Below each observed map is a model map for 
that date , based on stellar occultation observations and a computer simulation of the scan
ning procedure used to obtain the real maps . The model incorporates the known width 
variation and apsidal precession rate of the E Ring, as well as a constant integrated width of 
30 km for the other 8 rings . The satellite Ariel ([2 .2 µ,m] = 13 .0) appears on the western 
edge and again, more faintly, on the eastern edge of the 6- 7 July 1979 map. Miranda 
(estimated [2.2 µ,m] - 15) was too faint and/or fast moving to detect in these data (figure 
adapted from Matthews et al. 1982) . 

I 61 l 



Fig. 20. Image of Uranus and its rings at 2.2 J.Lm , taken in May 1982 by Allen (1983). East is 
to the left and north is upward on the page. Satellite Miranda appears near the left edge of the 
picture. (Copyright 1982, Anglo-Australian Telescope Board.) See Color Plate I for a more 
recent color image of the rings of Uranus by D. Allen. 
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the upper limit is raised to ~0.010. Either limit is considerably below the 
value of ~0.025 reported by Bhattacharyya et al. (1979), based on low 
amplitude, low-frequency photometric variations in an occultation recording 
from 10 March 1977. Implicit in the above discussion is the assumption that 
the 2.2 µm albedo of the particles in any extended, optically thin ring is equal 
to, or greater than, that of the particles in the narrow rings. 

Although the principal features of the 2.2 µ,m maps may be understood in 
terms of the known widths and kinematics of the rings, the significant en
hancement in brightness of the east side of the system relative to the west side 
observed in May 1978 is not. It has been shown (Matthews et al. 1982) that 
the effect cannot be explained in terms of a bright satellite or condensation 
within the rings, a background star, or differences between the brightness 
distributions across the disk of Uranus at 1.6 and 2.2 µ,m. Again, a broad, 
axisymmetric ring should not produce such an asymmetry in the brightness 
distribution. In May 1982, when the periapse of thee Ring was located in the 
south rather than in the north as in May 1978, Allen (1983) obtained a third 
2.2 µ,m map of the rings (Fig. 20) which shows an enhancement in brightness 
of the west side. This suggests that the anomalously bright region precesses 
with the apsidal line of the e Ring, although this tentative conclusion should 
be tested by further observations. The location of the bright region in the 
quadrant following passage of the ring particles through periapse, where 
collisions are most probable (Dermott and Murray 1980), suggests further that 
the phenomenon may be due to scattering from collisional debris, which is 
subsequently reaccreted. However, no evidence of such debris has been found 
in occultation profiles of the e Ring. 

V. THE RINGS AS PROBES OF URANUS 

Studies of the Uranian rings, and in particular the development of precise 
kinematic models for the ring orbits, have led to a considerable improvement 
in our knowledge of several important parameters of Uranus itself. First is the 
determination of the gravity harmonic coefficients 12 and 1. from the apsidal 
and nodal precession rates of the eccentric and/or inclined rings (see Table 
VI). The control on J,., whose influence on precession rates drops off as a- 1112, 

stems from the close proximity of the rings to the planet. From Table VII, 
which compares the gravity coefficients of Uranus with those of Jupiter and 
Saturn, obtained from spacecraft flybys, we see that the Voyager flyby of 
Uranus in 1986 is unlikely to improve on the precision obtainable from the 
ring orbits. Improved accuracy, however, should come from a more accurate 
determination of GMu, which is a source of systematic error in 12 that could 
well be greater than its current uncertainty (see Table VI). 

Secondly, the rings serve as a precise reference system for locating 
occultation-derived atmospheric temperature and density profiles with respect 
to the center of mass of Uranus. This has permitted a determination of the 
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Fig. 21. Predicted values of oblateness, £, and J, as a function of rotation period of several 
recently published interior models of Uranus. The open symbol represents the current best 
estimates of these two quantities based on stellar occultation observations of both planet and 
rings (see text and Table VI), while the filled symbol indicates Franklin et al. 's (1980) 
determination of£ = 0.022 ± 0.001, based on stratoscope images. Models Ul' (Podolak 
and Reynolds 1981) and H + M (Hubbard and MacFarlane 1980) are essentially equivalent 
and consist of three compositionally distinct layers (a rocky core of mass -3 Me, an "ice" 
layer of - IO Me, and a solar-composition envelope of -1.5 Me) while models Ucl and U4' 
(Podolak and Reynolds 1981) incorporate various degrees of enrichment of H,O, NH, and 
CH, in the outer envelope. Also shown are extreme models, corresponding to (i) a uniform 
density planet, and (ii) a rocky core surrounded by a pure H,-He envelope ( "no ice"). 
Figure is adapted from Hubbard and MacFarlane (1980) and Podolak and Reynolds (1981). 

planet's oblateness (ellipticity) e which is independent of the recent redeter
mination of the optical oblateness by Franklin et al. (1980). The measured 
oblateness, at a molecular number density level of ~8 x 1013 cm-3, is 0.024 
± 0.003 (Elliot et al. 1981a), in good agreement with Franklin et al. 's 0.022 
± 0.001. The corresponding equatorial radius at this same level is 26,145 ± 
30 km, corresponding to a cloud-top radius of ~ 25,600 ± 100 km. 

From a knowledge of both J2 and e, and the assumption of hydrostatic 
equilibrium, a third important parameter may be calculated, namely the rota
tion period of the planet. Uranus' rotation period has proved extremely resis-
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tant to determination by the usual photometric and spectroscopic techniques, 
which have produced ambiguous and/or discordant results (Goody 1982). The 
rotation period Pis given by the relation (Brouwer and Clemence 1961): 

[ R/(1-E) (I +½12) ] ½ 
p = 27T ;i_ 5 ~ 2 • 

2GM (E-2J2 - rd. - 4J,) 
(9) 

The quantity Re refers to the equatorial radius for which the geometric 
oblateness is E. * If the reference radius Rr for the harmonic expansion of the 
gravity potential does not equal Re, then defining p = Rr!Re one must 
substitute p2l 2 for 12 and p4l 4 for 1. in Eq. (9). 

From the occultation-derived values for 1 2 , 1 4 and E, a rotation period of 
P = 15.6 ± 1.4 hr is obtained. If Franklin et al. 's value of Eis used, the result 
is P = 16.6 ± 0.5 hr. Although the asst1mption of hydrostatic equilibrium 
may be questionable, the basic soundness of this procedure is shown by the 
comparison in Table VII of the periods derived for Jupiter and Saturn from 
their measured values of 1,, 1. and E with the directly determined (radio) 
periods. 

Accurate values of 1,, 1., E and P are of great importance in constraining 
interior models of Uranus. In Fig. 21 the predicted values of 12 and E, as a 
function of rotation period, for several recently constructed interior models 
(Hubbard and Macfarlane 1980; Podolak and Reynolds 1981) are compared 
with the measured values of these quantities. Already the constraint is useful, 
although a more accurate determination of P, independent of E, is clearly 
necessary. 

The fourth parameter that has now been determined with improved 
precision from studies of the rings is the orientation of Uranus' rotation axis 
(see Table VI). This was previously obtained from astrometric studies of 
the orbits of Uranus' five satellites (Dunham 1971), but use of the ring
determined pole direction in a reanalysis of the satellite observations might 
lead to improvements in the other orbit parameters. 

Finally, analysis of stellar occultations by the rings is resulting in an 
accumulation of data that can eventually be used to improve our knowledge of 
the orbit of Uranus in relation to the celestial coordinate system. The position 
of each occulted star, relative to the orbit of Uranus, is known to a precision 
of-0'!01 (see e.g., Elliot eta!. 1981a). 

VI. FUTURE OBSERVATIONS 

We can expect to learn a great deal more about the rings of Uranus during 
the next few years through groundbased observations, the Space Telescope 
and the Voyager encounter during January 1986. From groundbased observa
tions, we can improve the kinematic model for the orbits. The improved 

*Geometric oblateness is defined by E = l-RµIR,.. where R, and Rv are equatorial and polar 
radii. 
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model may allow the detection of effects due to unseen satellites within the 
rings. These satellites would cause the shapes of the rings to deviate from 
ellipses and also cause them to precess faster than presently modeled (Freed
man et al. 1983). Also, we should make significant progress in our under
standing of the ring profiles. If a bright enough star is occulted, perhaps we 
can detect inter-ring material. 

With the planetary camera on the Space Telescope, we hope to separate 
nearly all nine rings and determine their individual albedos. For occultation 
observations with the high-speed photometer, scintillati01f noise will be 
absent, which will allow a more extensive search for inter-ring material. 
Also, occultations observed in the far ultraviolet will have better spatial res
olution than current 2µm data by a factor of three, because of the smaller 
Fresnel scale. 

The Voyager encounter will provide much more information about the 
rings, particularly from the occultation, tracking and imaging data. According 
to A. L. Lane (personal communication), several stellar occultations will be 
visible. These should provide spatial resolution up to 100 times better than 
achievable from Earth-based occultations, which would revolutionize our 
knowledge of the ring structure. Two occultations of radio signals transmitted 
by the spacecraft will also occur (Stone 1982) providing information on the 
abundance of cm- and larger-sized ring particles. 

The resolution of the imaging will not be as good as we have already 
achieved with groundbased occultations, but would provide phase functions 
of the rings at different wavelengths, hopefully shedding further light on 
particle size distribution. The imaging data should also provide a more sen
sitive search for inter-ring material and the postulated confining satellites 
(Goldreich and Tremaine 1979a). It is possible that an analysis of images of 
the rings with different viewing geometries could lead to a refinement in the 
orientation of Uranus' rotation axis, which would in tum lead to reduction of 
the current ± 17 km uncertainties in the absolute semimajor axes of the rings. 

The tracking data will yield values forGMu andJ •. Although the Voyager 
value for 12 will not be as precise as that already obtained from the occulta
tion data (Stone 1982), it should prove useful as an independent check on 
the latter. Infrared observations would certainly be of interest, but the low 
temperature and small area of the rings may prevent their detection by the 
Voyager infrared radiation spectrometer (IRIS). 

VII. DISCUSSION 

Apparently the Uranian system has an intermediate amount of material in 
comparison with the low optical-depth Jovian ring and the impressive ring 
system that surrounds Saturn. Since the Saturnian system contains relatively 
few free gaps, much of the theory describing the Satumian system deals with 
wave phenomena in a continuous distribution of particles. For Uranus, we 
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have nine discrete rings, and the theoretical problems are mainly concerned 
with explaining the dynamics of narrow rings and their sharp edges. 

Two types of mechanism of ring confinement, both involving unseen 
satellites, have been proposed and investigated (see chapter by Dermott). For 
the "shepherd" satellite mechanism of Goldreich and Tremaine (1979a), 
each of the narrow rings would have a pair of satellites keeping it from 
spreading. The inclinations and eccentricities of the rings would then be 
forced by the satellites, which would be in eccentric and inclined orbits 
(Goldreich and Tremaine 1981). The model of Dermott et al. (1979) invokes 
satellites within the rings, whose particles move on horseshoe orbits. A recent 
explanation for sharp edges in terms of satellite resonances (Borderies et al. 
1982) has not yet been applied to the Uranian rings. In the shepherd picture, 
the uniform precession of the rings is explained by the self-gravity of the ring 
(Goldreich and Tremaine 1979b; Borderies et al. 1983), an explanation not 
universally accepted (Dermott and Murray 1980). An important potential 
achievement of the Voyager flyby would be the detection of, or placing a 
significant upper limit on, the presence of these postulated satellites. 

Further observational constraints on the confinement mechanism would 
be placed through the detection of inter-ring material. Such material must 
exist, at some level, since the smallest particles would leak out of a narrow 
ring due to the Poynting-Robertson effect (see chapter by Mignard) or plasma 
drag (see chapter by Griin et al.), if Uranus possesses a significant magnetic 
field. 

Other theoretical work is needed to produce models that explain the 
details of the ring structure for the a, 1J and E Rings. Important information 
for this work would be the particle size distribution and velocity dispersion, 
which are not presently known. 

Once the present dynamics of the rings are well understood, we can then 
extrapolate these processes back in time, with the hope of inferring the age 
and possibly the origin of the rings. In this context, another question that must 
be answered is why the surfaces of the ring particles are not icy, as are the 
surfaces of the Uranian satellites (Cruikshank and Brown 1981) and the parti
cles in Saturn's rings. 

For the next few years, at least, we expect significant progress towards 
answering these questions, both from comparative studies with Saturn's nar
row ringlets and from new observations of the Uranian rings from the ground, 
the Space Telescope, and the Voyager 2 encounter in 1986. 
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The structural and particle properties of Saturn· s Rings are described. with 
particular emphasis on spacecraft observations. Properties are discussed gen
erically rather than regionally, and we attempt in all cases to relate observed 
properties to favored causative processes. The ring particles are primarily icy, 
but there is evidence for albedo, and the ref ore possibly compositional, variation 
on both local and regional scales. Most of the particles are in the 1 cm to 5 m 
radius range, but there is reason to suspect the existence of some particles of all 
sizes up to JO km in radius. Ring structure is, in general, dominated by gravita
tional and collisional dynamics. Orbital resonances with various satellites drive 
spiral density and bending waves, and define the sharp outer edges of the A and 
B Rings. From such features, the ring mass density and local vertical thickness 
may be determined. The structure of kinky ringlets in the F Ring and Encke Gap 
is probably a manifestation of gravitational perturbations by local shepherd-
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ing moonlets. Electromagnetic processes are evident in the spokes, which are 
radially elongated regions enhanced in fine dust relative to their surroundings. 
However, the observed abundance of irregular, fine-scale structure is not well 
understood. It is also not yet clear what process creates and maintains the 
well-defined elliptical ringlets lying in several empty gaps. Several problems of 
a more global scale are also outstanding, including the morphology of the inner 
edges of the A and B Rings, and the short ring evolutionary time scale asso
ciated with the transfer of angular momentum in density waves. 

I. IDSTORICAL INTRODUCTION 

The rings of Saturn were first observed in 1610 by Galileo as one of the 
first discoveries made with his newly-invented astronomical telescope. Poor 
image quality and varying ring inclination angle yielded, over the next few 
decades, many fanciful descriptions and hypotheses for the nature of the 
system (Alexander 1962). Huygens in 1655 discerned the true nature of the 
system to be a ''thin, flat, ring, nowhere touching and inclined to the ecliptic'' 
which varied in aspect with the Satumian seasons (see chapter by Van Hei
den). In 1675, J. D. Cassini realized that the ring was more or less equally 
''divided'' by a dark band; it was not until 1852 that this band, the Cassini 
Division, was found to be "empty" and to separate two actually distinct 
rings. The dynamical stability of such an unusual configuration was (and is) of 
great theoretical interest. 

Cassini was one of the first to suggest, without proof, that the rings were 
composed of "swarms of small satellites." However, William Herschel, the 
foremost astronomer of the eighteenth century, strongly believed the rings to 
be solid. In 1785, Laplace showed that a solid ring, in uniform rotation, would 
break apart under ''centrifugal'' forces, and that the system would probably 
have to consist of a large number of independent "ringlets" (cf. Laplace 
1802). Roche suggested in 1848 that I.he rings were debris resulting from tidal 
disruption of an unfortunate precursor object (see chapters by Harris and by 
Weidenschilling et al.), but his theory apparently went unnoticed for many 
years. It was nearly seventy-five years after Laplace's paper that Maxwell 
(1859) demonstrated mathematically that continued stability of the system 
required that it be composed of countless, independently orbiting satellites. In 
1895, this hypothesis was confirmed by Keeler's and Campbell's spectro
scopic observations of reflected solar Fraunhofer lines showing the rings to 
have a Keplerian radial velocity profile. 

Not long after general acceptance of the idea that the rings consisted of 
swarms of independently orbiting satellites, dynamical perturbations were 
suggested as responsible for the observed structure. Kirkwood, who had 
suggested resonant perturbations by Jupiter as the cause of the radial gaps and 
clumps in the asteroid belt (1866), extended his theory one year later to the 
Cassini Division and in 1871 to "Encke 's" Division, the location and even 
existence of which were highly uncertain at that time (cf. Osterbrock and 
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Cruikshank 1983). During the late 19th century, observers visually noted 
many elusive subdivisions in both the A and B Rings, and various numerolog
ical extensions of Kirkwood's theory of resonances were attempted, including 
the work of Goldsborough (1921) who extended it to the outer edge of the A 
Ring and the inner edge of the B Ring (see also Franklin and Colombo 1970; 
Franklin et al. 1971). Only very recently has this dynamical line of thought 
begun to reach fruition, as discussed in Sec. IV.B. Visual observers have also 
occasionally claimed to see transient, dark radial features and bright spots in 
the rings (Alexander 1962). These reports are especially intriguing in the light 
of Voyager discovery of spokes (Sec. IV.E); however, like many other visual 
repons, they are difficult to assess objectively. 

Observations of the brightness attributable to the rings (Miiller 1893) 
clearly demonstrated a strong brightening with decreasing phase angle, the 
so-called opposition effect, which was explained by Seeliger (1887, 1895) in 
the light of Maxwell's many-particle ring as due to variations in mutual 
shadowing by these many particles in a layer significantly thicker vertically 
than the size of a typical particle. This concept has come to be known as the 
classical, or many-particle-thick, ring model. 

Important implications of the Maxwell-Seeliger many-particle-thick ring 
concept were pointed out by Jeffreys (1947a,b). Such a vertical distribution 
implies random vertical (and horizontal) velocities superposed on the systema
tic orbital motion. Jeffreys claimed that mutual collisions between the ring 
particles, with any reasonable inelasticity, would rapidly damp these random 
motions, causing the ring to flatten vertically. Due to the Keplerian radial 
variation of orbital velocity, continuing friction between the particles provides 
a viscosity which acts to transfer angular momentum outwards, causing the 
ring to spread radially until collisions asymptotically cease. He also realized 
that this spreading tendency would fill in gaps in the rings. Jeffreys' work has 
also been cited to rule out Seeliger-type vertical structure; however, it seems 
that Jeffreys ( 1947 a) himself believed that an equilibrium vertical interparticle 
distance of a few diameters was allowed, with random motions "parasitic on 
the general motion," or maintained by the slight energy given up by the 
spreading ring. We further address the question of ring vertical structure in 
Sec.II.B. 

The historical background summarized above is described in more detail 
in Van Heiden 's chapter and by Alexander (1962). The era of modem astron
omy has been characterized by a great expansion of observational capability: 
in photometry and polarimetry, into previously inaccessible spectral regions 
(infrared, microwave, ultraviolet), and recently into local probing by space
craft. We discuss the modem work in subsequent sections. 

Simultaneously, great advances in our theoretical understanding have 
been made; many are fairly recent and are discussed in detail in other chapters 
of this book. Clearly, the history of thought on Saturn's ring system closely 
parallels, and in many cases has stimulated, progress in gravitational and fluid 
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dynamics. Gravitational resonances in the rings have much in common with 
asteroidal Kirkwood gaps. Recent work on resonantly driven spiral waves in 
the ring context (see, e. g., chapters by Shu and by Borderies et al.) has 
profited from, and will undoubtedly have application to, work in galactic 
spiral structure. Collisional and viscous processes in Keplerian disks, 
pioneered by Jeffreys, appear to have more complex manifestations than 
previously expected, possibly being responsible for the observed "thousand
ringlet" structure (see Sec. IV.D and the chapter by Stewart et al.), and perhaps 
wider applications as well (chapter by Ward). More recently suggested forms 
of satellite-ring interactions (shepherding) rely on a complex interplay of 
gravitational and viscous processes. Evidence of their effects may be seen in 
several different planetary ring systems. Of course, answering the ultimate 
question of the origin of Saturn's fascinating ring system requires us to under
stand fully the ongoing processes (and possibly extinct ones as well) that have 
produced its current structure. 

In this chapter we summarize and, to some extent, digest and analyze the 
wealth of knowledge about Saturn's ring system accumulated over three 
hundred years. We will devote special attention to the cascade of data ob
tained by the Pioneer and Voyager spacecraft. Our perspective in this chapter 
will be to emphasize generic aspects of Saturn's ring structure which are 
germane to planetary ring structure in general, and perhaps to other astrophys
ical disk applications as well. For reviews in greater detail of prespacecraft 
knowledge the reader is referred to Alexander (1962), Bobrov (1970a,b), 
Cook et al. (1973), Pollack (1975), Cuzzi (1978), and Ip (1980a,b). For a 
recent review dealing in greater detail with specific observed properties of 
Saturn's ring system, see Esposito et al. (1984). A valuable atlas of ring prop
erties appears as an appendix in this book, and a more extensive version is 
being published separately by the Voyager project. 

This chapter complements the review by Esposito et al. (1984) by focus
ing here more on aspects of Saturn's rings which have general application to 
planetary rings, whereas Esposito et al. (1984) focus on aspects which are 
specific to the Saturn system. However, both chapters are fairly self
contained. In addition, some of the material presented herein is derived from 
work in preparation by various coauthors. In that sense, it is both a review and 
a preview chapter. 

In the next section (11), we give a general description of the overall 
structure of the ring system. Subsec. II.A describes the radial structure, includ
ing discussion of mass and optical depth, comparison of the main rings with the 
tenuous peripheral rings, and the relationship between rings and nearby moon
lets. Subsec. II.B considers the vertical structure and introduces the concept of 
local thickness, global warping, monolayers vs. many-particle-thick layers, 
velocity dispersion, volume density, opposition effect, and in situ measure
ments of the E and G Rings. Subsec. Il.C describes the ring atmosphere in
cluding observations, density, composition, sources, and remaining puzzles. 
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Section III covers the properties of the particles that constitute Saturn's 
rings. Subsection III.A. describes the reflection of sunlight. The first part of 
Ill.A discusses the particles' phase function, albedo, and polarization, includ
ing inferences for size, dust content (especially in the E and G Rings), and 
implications for dynamics. Sec. 111.A.2 deals with spectral reflectivity: color, 
composition, and variation between regions. 

In Sub sec. Ill. B, we describe thermal emission and its implica
tions regarding thermal balance, particle size, spin rates, thermal models, 
eclipse cooling, horizontal or vertical inhomogeneities, and infrared 
spectral variation. 

Subsection III.C describes probing the rings with microwaves. First, we 
discuss groundbased radar and radio observations, including results on radar 
reflectivity, particle size and composition, and ring radio depth. In the second 
part, we cover the Voyager radio occultation experiment including 
wavelength variation of radio depth, size implications and vertical structure 
information. Knowledge of particle properties discussed in detail throughout 
Sec. III is summarized in III.D. 

Section IV, which constitutes the bulk of this chapter is a detailed review 
of our understanding of the specific structural properties of the main rings and 
the F Ring. Subsection IV.A gives an overview including regional similarities 
and differences, correlations between structure and particle properties, classes 
of structure, and discussion of present vs. primordial structures. 

In Subsec. IV.B, we review the essential dynamics of gravitational reso
nances and waves and describe their implications for defining ring edges and 
gaps, for determation of local mass density, viscosity, and ring thickness, and 
for angular momentum exchange with nearby satellites. 

Subsection IV.C covers gaps and eccentric ringlets. Secs. IV.C.1 and 2 
interpret, respectively, the edges of the gaps and narrow ringlets a la Uranus. 
The latter includes discussion of locations, optical depth, shape, precession, 
and mass density. Sec. IV.C.3 concentrates on the kinky ringlets, including 
their observed features, the theory of shepherding, properties of the F Ring 
and the Encke Division with its ringlets and wavy edges. Implications regard
ing the presence of local moonlets are emphasized. 

Subsection IV.D describes the irregular structure of the main rings. The 
description includes locations, radial structures and length scales, optical 
depth, albedo, size, and phase function variations, and azimuthal variations, 
as well as various dynamical hypotheses to explain this structure. 

Subsection IV. E covers electromagnetic effects and their manifestations 
including ( 1) the magnetospheric environment, cosmic ray effects, charges 
and forces on particles, particle lifetimes, and possible structural influences, 
(2) properties of spokes, and (3) Saturn's electrostatic discharges (SEO). 

Finally, Sec. V provides a summary of our knowledge with emphasis on 
unsolved problems and constraints on theories of the origin of the rings. An 
appendix to this chapter gives a tutorial review of radiative transfer theory, 
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which presents ideas fundamental to much of the interpretative material of the 
chapter. The appendix covers absorption, scattering and extinction efficien
cies, phase functions, Mie scattering, Babinet's paradox, diffraction, polari
zation, Voyager radio occultation implications, diffuse reflectivity of a par
ticle layer, and properties of monolayer and of many-particle-thick systems. 

II. GLOBAL STRUCTURE AND GENERAL DESCRIPTION 

A. Radial Structure 

In this section we introduce the ring system as conventionally subdivided, 
and describe its environment and related members of the Saturn system. In 
subsequent sections we elaborate in greater detail on the specific properties of 
the various regions. 

The regions subtended by the classically known boundaries of the ring 
system are the A, B, and C Rings and Cassini Division (see Fig. 1, Color 
Plate 2 and Table I; also Ring Atlas Appendix of this book). They contain 
far more material than the peripheral D, E, F, and G Rings described 
below, as measured by their normal optical depth: 

T (A)= ff n (r,z) Qe (r,A) 1rr2 dr dz, 

where z is the direction perpendicular to the rings, n (r ,z) is the number 
density per radius increment (cm-•) of particles of radius r, and Q e (r, A) is the 
extinction efficiency of the particles at wavelength A (see chapter appendix). 
Frequently in this chapter we will refer to the value of Tat radio wavelengths 
as the radio depth. For simplicity, we will often use the notation 

:x: 

n = Jn (r,z)dr (cm-a). 
() 

The surface mass density or mass per unit area, 

J J 41rp 
u = n (r,z) - 3-r" dr dz, 

is dynamically more meaningful than the optical depth, but is not generally 
measured as directly. In certain regions of the rings, density wave measure
ments (Sec. IV.B) allow direct determinations of u to be made. As Tis also 
known in these regions, the mass extinction coefficient 



Fig . I . Schematic of Saturn's ring structure, including the locations of the close-in ringmoons . 

The ring systems of Jupiter and Uranus are shown for comparison; all systems are scaled to 

the same planetary radius. The dimensions of Saturn's ring features are given in Table I. The 

A and B Rings contain the most material, with the Cassini Division and C Ring containing 

substantially less. The ring mass is actually dominated by meter-sized particles, whose 

distribution is better represented by the profile of optical depth at radio wavelengths (Sec. 

III.CJ. Only about a dozen "empty" gaps exist (see Sec . IV.C; Table III), and no gaps are 

seen at the A and B Ring inner edges. The structure of the C Ring shows a certain family 

resemblance to that of the Cassini Division, and the A and B Ring structures are also similar 

in many ways (Sec. IV.A). For a more detailed view of ring structure, see Ring Atlas 

Appendix. (Figure from Pollack and Cuzzi 1982.) 
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TABLE I 

Ring Nomenclature and Dimensionsa 

Rs = Saturn's Radius = 60,330 km 
Ms= Saturn's Mass= 5.685 x 1029 g 

GMs = 3.793 X 1022 cm3 s-• 

Orbital 
Boundaries Fre~uencrfl 

Ring Region (Rs) (km)b (lo-• s-') Mass 

------------ 1.11 66,970 3.554 
D ? 

1.235 74,510 3.028 
C -2 X 10-'M~ 

l.525 92,000 2.207 

B -5 x 10-RM~ 
1.949d 117,580d 1.528 

Cassini 
Division -1 X 10-•M~ 

2.025 122,170 1.442 
A -1.1 X 10-• M~ 

2.267 136,780 1.218 
---Atlas--- 2.282 137,670 1.208 1.47 X 10-11 M: 

(1980S28) 
---1980S27--- 2.310 139,350 1.186 1.03 X 10-•M~ 
-F- 2.324d 140,180d 1.176 
--- l 980S26--- 2.349 141,700 1.157 6.38 X 10-' 0 M; 
Epimetheus (1980S3) 2.510 151,420 1.047 1.55 x 10-• M;h 
Janus (1980S1) 2.511 151,470 1.047 6.48 X 10-• M;h 

G 2.82 170,100 0.878 (1-4) X 10-" M~ 

---Mimas--- 3.075 185,540 0.772 6.60 X IO-" Ms 
(8.00 X IO-" Ms)g 

E 3.0-8.0 181,000 0.8 ? 
483,000 0.2 

---Enceladus--- 3.946 238,040 0.531 1.48 X 10-' Ms 

•sources: Smith et al. (1982); Esposito et al. (1984); Synnott et al. (1983). 
hDistances rounded to the nearest 10 km, roughly the uncertainty of the observations. 
esee Table III. 
"Eccentric feature; semimajor axis is tabulated. 
"These satellite masses assume mass density = I. 2 g cm-'. 
'Obtained from results of Van Allen (1983). 
•second mass is from Tyler et al. ( 1981). 
hThese satellites exchange orbits every 4 yr. 
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may be determined. Where known, K is roughly constant, so the value of a 
may be estimated in the densest regions of the A and B Rings where it is not 
measured. The estimated value, a - 100-200 g cm-2 in the densest regions, 
is in good agreement with the value obtained from cosmic-ray-produced neu
tron densities (see Sec. IV.E). Integration of a over the main rings yields a 
total ring mass of MR =5 x 10-" Ms or 3 x 1022 g, about the mass of Mimas 
(see Table III in Sec. IV.B). A previous upper limit from deflection of Pioneer 
11 was MR< 5 x 1024 g (Null et al. 1981). 

Regional boundaries are defined by significant and fairly abrupt changes 
in optical depth, or quantity of material. For instance, the Cassini Division is a 
very real and well-defined division in quantity of material (Sec. IV.A) but is 
far from empty; in fact, it is comparable to the C Ring in optical depth (see 
Fig 10 and Ring Altas). Several of these regional boundaries are the result of 
gravitational resonances with various satellites, as classically suggested. 
These gravitation effects, and related ring structure, are discussed further in 
Sec. IV.B, and reviewed in detail in the chapter by Franklin et al. and Shu. 
Inner boundaries are, in general, less well-defined than outer boundaries and 
not understood dynamically (see Secs. IV.A and V). Not only is each of the 
main classical rings radially well-defined, with transitions on a radial scale 
~ 10 km, but the particles in each region also show distinct differences in 
properties from those in adjacent ring regions. For instance, the brightness, 
color, and size distribution of the A and B Ring particles seem to differ from 
those of the C Ring and Cassini Division particles. Size variation has impor
tant implications for ring structure. At visible wavelengths, we see everything 
larger than on micron. The mass of the rings, however, is dominated by the 
largest common particles, whose radial distribution may be quite different, 
and is best determined at radio wavelengths (see Sec. 111.C). 

The peripheral rings are all far less opaque at visible wavelengths. The D 
Ring lies just inside of the C Ring (Smith et al. 1981, 1982). Its surface 
brightness is ~ 100 times less than that of the C Ring in general, and, if its 
particles have similar properties, it thus contains ~ 100 times less optical 
depth or cross-sectional area. Contrary to claims by groundbased observers, 
no division exists between the C and D Rings. In fact, the D Ring itself is 
invisible from Earth. 

The F Ring, which lies about 3500 km outside the outer edge of the A 
Ring, is like the elephant in the Hindu tale of the five blind men; its apparent 
nature varies dramatically with the viewpoint of the observer. To the eye it is a 
narrow feature of azimuthally variable width and structure, sometimes having 
an unusual multi-stranded, kinked appearance. However, magnetospheric data 
provide a very different perspective on its structure, suggesting it is composed 
of a wider band of unseen objects (Sec. IV.C.3). 

Also lying just outside of the main rings, but inward of Saturn's classical 
satellites, is a retinue of small ringmoons (Table I) which have intimate 
physical and structural relationships with the ring system. Tiny 15-km Atlas 
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(1980S28) barely skims the outer edge of the A Ring, while the larger 
1980S26 and 1980S27 straddle the F Ring. 1980S26 and l980S27 have been 
called the shepherds due to their supposed confinement of the F Ring flock of 
particles. Further out, at ~ 2.5 Rs, are located the coorbital satellites Janus 
(1980Sl) and Epimetheus (1980S3). All of these ringmoons (except possibly 
Atlas) have important dynamical effects on the ring system, produced by 
gravitational resonances (Sec. IV.B). It may be that this retinue has many 
smaller and as yet unseen members, both exterior to, and embedded within, 
the main ring system (Sec. IV.C). The distribution of such mountain-sized 
moonlets in and around the rings has far-reaching cosmogonical implications, 
which are discussed in Sec. V and in the chapter by Harris. 

Moving further outward, the G Ring at ~ 2.8 Rs is similar in structure to 
Jupiter's ring. The optical depth of this ring is quite low ( ~ 10-• to 10-'); the 
visible ring is several thousand km wide with poorly defined radial boundaries 
(Cuzzi, unpublished). It also apparently shows a high degree of azimuthal 
symmetry, based on magnetospheric density observations (Simpson et al. 
1980). Van Allen (1983) has shown from such observations that the G Ring 
seems to contain a narrow (~500 km wide) core of particles which are 
between 10 and 10" µ,m in size. The tiny particles which have been inferred 
over a larger radial extent from photometry (Sec. III.A) or impacts on the 
Voyager spacecraft (Sec. II) could not produce the observed magnetospheric 
densities. Van Allen (1983) also concludes that not even a single object as 
large as 1 km can lie within the region. 

The E Ring is a vast, diffuse sheet of material with very low optical 
depth, extending from < 3 Rs to beyond 8 Rs, It was first discovered from the 
ground at a time when the ring plane was edge-on to the Earth (Feibelman 
1967). Studies during the 1980 ring-plane crossing have shown that the den
sity of the E Ring peaks very near to the orbit of Enceladus. There is 
continuing disagreement between the various observing groups as to whether 
the core of the E Ring is exactly at, or slightly outside, the orbit of Enceladus 
(Baum et al. 1981; Lamy and Mauron 1981; Larson et al. 1981; Dollfus and 
Brunier 1982). However, because of the close radial association, and ob
served properties of E Ring particles (Sec. III.A), the E Ring is probably 
causally related to Enceladus rather than being an extended product or 
member of the main ring system. 

All the rings lie within Saturn's magnetosphere, which extends from ~ 20 
Rs inward to the edge of the A Ring and contains radiation belts of trapped 
energetic electrons and ions. These magnetospheric species mirror rapidly 
across the magnetic equator, and drift both longitudinally and radially inward 
with rates that vary with species and radial distance (Van Allen et al. 198lli; 
Van Allen and Krimigis 1984; chapter by Grun et al.). They are thus absorbed 
into the surfaces of satellites and ring particles; because the magnetospheric 
species diffuse inward, and are effectively absorbed by the opaque main rings, 
the main ring radial region is the part of the solar system most nearly void of 
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charged particles (see e.g., Simpson et al. 1980). However, at the A Ring's 
edge, and. more importantly, in the outlying rings, the erosive and radiation
damaging effects on the ring material of this bath of electrons and ions must 
be considered (see Cheng et al. 1982; also the chapter by Bums et al.). 
Spacecraft observations of fluctuations in the spatial density of these species 
have led to several discoveries of satellites and unique insights into properties 
of the region outside the main rings, as discussed further in Secs. IV.C and 
IVE. 

In summary, Saturn's ring system consists of a compact, opaque classical 
component and several extended, diffuse components. The various compo
nents are distinct in their structural and particle properties. Intermingled 
with these rings are a number of small, recently discovered satellites, or 
ringmoons, which interact gravitationally with the rings. The entire 
ring-ringmoon system is immersed in the trapped radiation belts of Saturn's 
magnetosphere. 

B. Vertical Structure 

In this section we summarize current knowledge of ring vertical structure, 
and the observational foundations for our beliefs. Subsequent sections address 
aspects of this problem in more detail. 

The main rings lie, for practical purposes, in the plane of Saturn's equator 
and therefore exhibit a varying tilt angle as seen from the Earth (B) and from 
the Sun (B '), respectively, due to Saturn's obliquity of 26':7 and its orbital 
seasonal cycle. When Saturn is near its equinox, the rings are viewed in their 
edge-on configuration. This geometry, occurring about every 15 yr (most 
recently in 1980), has allowed groundbased observers to establish the extreme 
flatness of the rings relative to their radial extent. Although the main rings 
may not be physically resolved at edge-on presentation, extrapolations of their 
photometric brightness to zero tilt angle have yielded a photometric effective 
thickness on the order of l km (Focas and Dollfus 1969; Lumme and Irvine 
1979; Brahic and Sicardy 1981; Sicardy et al. 1982). This photometric thick
ness probably includes contributions that cause it to be far larger than the true 
or local thickness of the main rings. For instance, the symmetry plane of the 
rings is actually the invariable plane of the angular momentum of the total 
system; this plane is slightly warped like the brim of a hat, due primarily to 
long-term perturbations by Titan and Sun, with a vertical amplitude of ~ 400 
m (Bums et al. 1979). Also, short-period vertical resonances with Mimas 
produce localized bending waves in the A Ring with full vertical extent of ~ I 
km (Shu et al. 1983; see also Sec. IV.B). Finally, the photometric contribu
tions of the E, F, and G Rings in edge-on presentation are probably significant 
(Bums et al. 1979). 

Recent spacecraft observations of the rings have shown directly that the 
edges of several ring features are locally far thinner than I km. A stellar 
occultation by the rings was observed with the Voyager photopolarimeter 
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(PPS) experiment with radial resolution on the rings of~ 100 m. Even at this 
resolution the rings cut off the starlight nearly instantaneously, leading the 
PPS team to place an upper limit of 200 m on the local thickness at the outer 
edge of the A Ring (Lane et al. 1982). The Voyager spacecraft itself, and its 
microwave telemetry signal as seen from Earth, was also occulted by the 
rings, providing an independent upper limit of 150 to 200 mat several loca
tions based on the observed knife-edge Fresnel diffraction patterns (Marouf 
and Tyler 1982; Tyler et al. 1983). Theoretical considerations suggest that the 
local input of energy consequential to maintaining a sharp edge would cause 
the edge region to be, if anything, of greater vertical thickness than regions of 
equal content away from the edges (Borderies et al. 1982). Other indirect 
measurements (Sec. IV.B) indicate a vertical thickness of ~ 10 to 100 m at 
locations away from the edges. 

The vertical extent of the E and G Rings has been directly measured by 
several means, and is far greater than that of the main rings. During the 1980 
ring-plane crossing, space age astronomical technology was first brought to 
bear on the ring thickness problem. Baum et al. (1981) used the space tele
scope planetary CCD camera, and Lamy and Mauron (1981) used a similar 
detector technology along with coronagraphic techniques. Both groups estab
lished that the E Ring has a vertical extent of several 1000 km. The data of 
Baum et al. (1981) also seem to show, at the limit of sensitivity, a thickness 
increasing away from Saturn, with possibly a slight depression near the orbit 
ofEnceladus where the E Ring has its peak optical depth. 

In situ measurements constraining the vertical distribution of material in 
the E and G Rings were made by the Pioneer and Voyager spacecraft, which 
apparently sensed numerous impacts by micron-sized dust particles when they 
crossed through the ring plane. From the time history of these impacts, an 
effective vertical thickness of ~ 2000 km has been determined for the E Ring 
(Humes et al. 1980) and of~ 100 km for a region on the outer periphery of the 
G Ring at 2.88 Rs (Aubier et al. 1983; Gurnett et al. 1983). The tiny particles 
so detected exhibit equatorial symmetry consistent with a lack of strong influ
ence from Saturn's magnetic field, which is essentially pole-aligned. In con
trast, Jupiter's ring halo may show a distinct vertical offset from Jupiter's 
equator plane; if true, this is easily attributed to electromagnetic effects (see 
Sec. IV.E; also chapters by Griin et al. and Bums et al.). 

We now discuss the meaning of "local vertical thickness" in greater 
detail, and then address more inferential means of constraining the vertical 
distribution of material in the main rings. The simplest vertical distribution of 
material is, of course, a monolayer in which the centers of all particles lie in 
the same plane. This situation could arise in the rings if all particles followed 
circular (zero eccentricity e ), noninclined (zero inclination i), collisionless 
orbits. 

A slight modification of the orbital plane, such as the large-scale warp 
demonstrated by Bums et al. (1979), or, on a more local scale, in the bending 
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waves of Shu et al. (1983), allows the particles to have inclined orbits; 
however in these cases the particle orbital parameters vary slowly and sys
tematically, i.e. coherently, with longitude and the ring could still be only a 
single particle thick locally, i.e., a wavy monolayer. 

In order for the rings to be regarded as locally many particles thick in 
vertical extent, the particle orbits must not only have mean inclination <i> =I= 

0, but also have randomly distributed nodal longitudes at any given location. 
Such a situation is generally described by an ensemble of particles with a 
range of orbital parameters having a probability distribution P (e ,i) charac
terized by some sort of average expectation values <e>, <i>. As discussed 
in greater detail in the chapter by Stewart et al., Trulsen (1972) and 
Hameen-Anttila (1978) showed that the form of P(e ,i) is in general that of a 
Rayleigh distribution: <e>-<i> 'I- 0. Effectively then, the particles exhibit 
locally random relative velocities c~ where c is the one-dimensional 
dispersion velocity in the coordinate system rotating with the mean orbital 
motion fl. From the likely distribution P (e ,i) -e · i · exp (-e 2/<e 2 > -
i2/<i 2 > ), Trulsen (1972) and Hiimeen-Anttilla (1978) have shown that the 
vertical variation of particle density is 

that is, a familiar Gaussian centered on the mean plane, with scale height z0 -

c/0. Integration to infinite z shows that 95% of the particles lie between ±z 0 • 

Subsequently, we ignore vertical variation in number density. Of course, as 
was first realized by Jeffreys (see Sec. I) random relative velocities imply 
interparticle collisions. The likelihood of a randomly moving particle travers
ing the ring vertically without colliding with another similarly moving particle 
is - e - 7 where T is the ring optical depth. The particles, moving in their 
slightly inclined orbits, traverse the ring twice in each orbital period; therefore 
the collision frequency is flT/71', or several times per day for the A and B 
Rings. Any reasonable dissipation of energy per collision will easily damp 
any initial random velocities over the age of the solar system. 

However, mechanisms exist which act to prevent the velocity dispersion 
from vanishing altogether, by transforming some of the energy of ordered 
motion into random velocities. For instance, orbital velocity V varies with 
distance R from Saturn as V = RO = (GM8 /R)!, and particles at a different 
semimajor axis a may collide due to their finite radius r even if in circular 
orbits. The relative velocity Vrel - 2rR(dfl/dR) is then transformed to another 
direction, becoming a random component in the motion of one or both parti
cles. Because of transfer of angular momentum during the encounter, the two 
particles separate by - iia in semimajor axis; a simple derivation assuming 
conservation of angular momentum during a collision between elastic parti
cles of radius r in close circular orbits shows that iia -r. The total energy in 
circular motion of the two particles in their newly separated orbits, is slightly 
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less than before the collision by an amount '2E(a) - [£(a + .:la) + E(a -
Lla)]-2E(a)(r/a)2. For moderately elastic collisions, this excess energy 
primarily reappears as energy of random motion in the newly eccentric and/or 
inclined particle orbits with dispersion velocity c - <i> •afl -<e> ·afl, 
where <i>-<e>-r/a. The ensuing true thickness is z0 -c/fl -r, or a few 
particle radii. This replenishment of random velocities by the Keplerian shear 
motion led Jeffreys to conclude that identical particles would maintain a few 
(but not many) diameters separation or ring thickness as long as collisions and 
ring spreading persisted (see Bobrov 1970a,b). More recently, numerical 
studies (Brahic 1977) have confirmed these expectations. Furthermore, a dis
tribution of particle sizes exists in the rings such that the largest particles 
provide the bulk of the energy input by both physical and gravitational en
counters (Safronov 1972). There will probably ensue some equilibrium veloc
ity dispersion, maintained by a balance between these inputs and inelastic 
damping, in which the larger particles may be disturbed from a monolayer 
state only slightly (Goldreich and Tremaine 1978a) but the smaller particles, 
having comparable dispersion velocities, could easily define a layer much 
thicker than their own sizes (Cuzzi et al. l979a,b; Brahic and Sicardy 1981; 
chapter by Stewart et al.). Resonant forcing by satellites and subsequent 
dissipation of collective motions may also contribute to the velocity disper
sions locally (see Secs. IV.Band III.A. l). A further byproduct of this line of 
thought is that, due to off-axis collisions, one would expect the particles to be 
spinning about randomly oriented axes with spin rate fl, -cir (see Sec. III.B; 
also chapter by Weidenschilling et al.). The reader is referred to the chapters 
by Stewart et al. and Borderies et al. for a more complete discussion of velocity 
dispersion and ring thickness. The question is especially important because 
velocity dispersion is intimately related with the evolutionary time scale of the 
rings (chapter by Harris). We return to this discussion in Secs.IV.Band V. 

We now discuss several observations that inferentially constrain ring 
vertical structure on a scale too small to be directly observed. The patriarch of 
these constraints, and possibly still the most powerful, is the opposition ef
fect. This phenomenon refers to the strongly nonlinear brightening of the rings 
as they approach zero phase angle. Many solar system objects exhibit qualita
tively similar opposition brightening, typified by the dramatic brightness of 
our own Moon when at full (zero) phase. The explanation is fairly well 
understood as being due to the fact that, as zero phase is approached, individ
ual particles, or grains on the surface of a particle, rapidly begin to cover their 
own shadows (Hapke 1963, 1981; Irvine 1966). The usefulness of the effect as 
a diagnostic arises from the fact that the angular shape and magnitude of the 
brightness variation uniquely determine the volume fraction 

D = n (4/3) rrr" 

of shadowing particles (see, e.g., Irvine 1966; Veverka 1977). In recent 
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years, careful observations (Franklin and Cook 1965) and modeling (Bobrov 
1970a,b; Kawata and Irvine 1974; Esposito 1979; Lumme et al. 1983) have 
found the volume fraction of shadowers to be D =s:.= 2 x 10-•, a value far lower 
than found to characterize the volume fraction of the grainy surface of any 
single solar system object. It is especially difficult for bright surfaces such as 
those of the ring particles (see Sec. III.A) or icy satellites to show such a sharp 
opposition effect, because multiple scattering between and through translu
cent grains dilutes the shadows. Furthermore, it may be shown that the dis
tinct shadow edges required of the hypothesis may only appear if the product 
of the mean ray path to the next scatterer 

e - 1/(mrr2) -r!D 

and the diffraction angle >..!2r for light of wavelength >.. is much less than 
the typical particle sizer. Thus, r>> >..ID -50-500 µ,m. Such large particle 
sizes, with typical separations of approximately r v-1 - (5-lO)r, would seem 
inconsistent with surface microstructure of particles continually bumping into 
each other, no matter how gently. Therefore, it seems that the observed 
opposition effect supports the many- ( or at least several-) particle-thick ring 
in which individual ring particles, which themselves probably have some 
grainy surface structure, cast shadows on each other 

On this basis we can obtain a full, main ring thickness. Using observed 
ring optical depth T - n 1rr2 2 z0 - 1, with n - 3Dl4Trr" and average particle 
radii of 10 to 102 cm (Sec. 111.C), we obtain 2z 0 - 4r/3D ;:::5-50 m for D =s:.=2 
x 10-• (Lumme et al. 1983). The above relations also imply that, as D 
decreases, larger particles are required in order to cast shadows on each other 
at all (B. Hapke, personal communication, 1982). For the very faint (r-10-1 ) 

and thick (z 0 - l0" km) E Ring, in which D - 2n/3z 0 , one sees that r>> 1 km 
radius particles are required in order for any shadowing-related opposition 
effect to occur (see Sec. 111.A. l). 

Several aspects of radar studies of the rings, both from the ground and by 
spacecraft, are also more readily understood in light of the classical, many
particle-thick model. The very existence of the substantial observed attenua
tion by the rings of the coherent spacecraft telemetry signal is very difficult to 
reconcile with a single-particle-thick ring (Marouf et al. 1983), although 
model studies suggest that the very largest particles may not be separated 
vertically by more than a few radii (H. A. Zebker and E. Marouf, personal 
communication, 1982). This result is fully consistent with theoretical expecta
tions as mentioned earlier (chapters by Borderies et al. and by Weidenschilling 
et al.). Also, the variation of ring radar reflectivity with tilt angle is better 
fitted by many-particle-thick models than by monolayer models (Ostro et al. 
1980a; Ostro and Pettengill 1983). We discuss these observations further in 
Sec. III.C. In addition, studies of the thermal infrared behavior of the rings 
may eventually help constrain vertical ring structure, by utilizing the relation-
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ship between a particle's spin and its dispersion velocity mentioned earlier (cf. 
Sec. III.B, and Esposito et al. 1984 ). 

In summary, the main rings are extremely vertically thin locally, and only 
upper limits of ~ 150 to 200 m at several edges have been established from 
direct observations. Less direct evidence indicates that the actual thickness is 
probably somewhat smaller, although still considerably greater than the size 
of the most numerous particles. Typical dispersion velocities c ~ Oz 0 are 
probably on the order of 0.1 cm s-', or a few times larger, in the main rings. 
On much larger radial scales, the rings are warped to a vertical extent of~ 1 
km. On the other hand, the outlying, optically far thinner G and E Rings have 
a much greater vertical thickness, directly observed to be on the order of 102 

and 103 km, respectively. 

C. The Ring Atmosphere 

The realization that the ring particles are predominantly composed of 
water ice naturally leads to the expected presence, at some level, of a ring 
atmosphere of H,O and its dissociation products. Such an atmosphere would 
represent an equilibrium between those processes which produce or free 
molecules from ice surfaces in the rings and those mechanisms which lead to 
either the readsorption of gas molecules or their final loss from the rings due 
to ionization or neutral escape. Initial estimates (Dennefeld 1974; Blamont 
1974) involving such sources as thermal sublimation, meteoritic impact, and 
solar and interstellar wind bombardment had led to low production rates and 
atmospheres so tenuous as to be undetectable. 

The most sensitive method for detecting a ring atmosphere is by observa
tions of solar Lyman-a emission scattered from neutral hydrogen. Such hydro
gen, presumably formed by photodissociation of H2O, OH and H2 , would 
form a bright Lyman-a cloud similar in some respects to those observed to 
develop around comets. The first detection of Lyman-a emission from 
Saturn's rings was due to a sounding rocket observation by Weiser et al. 
(1977) who measured 200 ± 100 Rayleighs (Ra) of Lyman-a emission from 
the general vicinity of Saturn's rings. This measurement was followed by 
observations of higher spatial resolution with the Copernicus (Barker et al. 
1980), and JUE satellites (Clarke et al. 1981) both of which produced upper 
limits to the Lyman-a brightness of the rings less than that of Weiser et al. 
(1977). During the Pioneer 11 encounter, the long-wavelength ultraviolet 
photometer observed an enhanced emission while the spacecraft was beneath 
the B Ring. Judge et al. (1980) attributed this signal to Lyman-a emission 
which peaked in the vicinity of the B ring. A second weaker component, 
several Rs outside of the A Ring, was also suggested by the data. 

The most extensive ultraviolet observations of the rings are those of the 
Voyager 1 and 2 ultraviolet spectrometers, which made numerous scans of the 
rings from widely differing observing geometries. The preliminary picture of 
ring-associated emission which emerged from these observations contains 



SATURN'S RINGS 89 

significant differences from those discussed previously. Although Lyman-a 
emission was detected from the rings (Broadfoot et al. 1981), it should be 
pointed out that, as viewed from Voyager in Lyman-a, the rings appear dark 
when seen against the Lyman-a background of the sky. This sky background 
is due to solar Lyman-a resonantly scattered from interstellar neutral hydro
gen entering the solar system, and constitutes an important complicating 
factor in the interpretation of Lyman-a emission from the rings. A full 
analysis of the Voyager (and other) Lyman-a observations of the rings would 
necessarily include the following additional contributions to the apparent 
brightness: 

1. A fraction of the sky background which is transmitted through the rings 
e-T/cosB, where T is the normal optical depth of the rings and (J is the 
zenith angle of the line of sight (Fig. A3 in chapter appendix); 

2. A foreground component, which for Voyager involved a contribution 
from the Titan torus (Sandel et al. 1982) and which, for near-Earth 
observations, also includes contributions from interplanetary and geo
coronal hydrogen columns; 

3. A ring albedo component in which solar Lyman-a is diffusely scattered 
directly from the ring particles. 

The Voyager observations had good spatial resolution and a wide range of • viewing geometries, permitting a partial separation of the contribution from 
each of these components. For example, comparison of observations of the 
illuminated and unilluminated sides of the optically thick portion of the B 
Ring allows effective separation of components (1) and (3). A full analysis of 
the Voyager observations, modeling all the components of the apparent ring 
brightness, is not yet complete; however, preliminary analysis has yielded 
several conclusions: 

1. There is a component of the Lyman-a ring brightness which can be 
explained by an atmosphere of neutral hydrogen associated with the 
rings. The magnitude of this component is -360 Ra, and is the same on 
lit and unlit faces of the rings. 

2. This ring-associated hydrogen does not appear to extend significantly 
beyond the outer edge of the A Ring. 

3. The appearance of the rings in Lyman-a was remarkably similar during 
both Voyager encounters even though the solar elevation angle with 
respect to the rings increased from 3?6 (Voyager 1) to 8° (Voyager 2). 

The simplest, least contrived, explanation for these observations is that 
the bulk of the 360 Ra minimum observed on both sides of the B Ring is due 
to H associated with the rings. Since the Sun was at very low elevation angles 
during both Voyager encounters, any ring atmosphere having an appreciable 
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scale height (> 0.1 Rs) would display approximately equal illuminated col
umns on both sides of the rings. Beyond this and the previously mentioned 
observation that the H does not appear beyond the A Ring, little can currently 
be said concerning the extent of the ring atmosphere. Densities derived from 
the observed brightness are therefore model dependent. Assuming that all the 
360 Ra of Lyman-a observed by Voyager 1 on the B Ring came from the ring 
atmosphere, Broadfoot et al. (1981) quoted an H column density of 101" cm-'. 
If this H were uniformly distributed in a spherical shell having the radial 
extent of the rings, the corresponding cloud would contain 5 x 10"" atoms 
with a density of 600 cm~' and an implied production rate of I x 10'" s-1 • 

Confining the H more closely to the rings lowers the content of the cloud but 
increases its density, since the observed column does not depend critically on 
the assumed geometry. The reported Voyager 1 brightness assumed all of the 
signal was due to the ring atmosphere; however, more than 30% of the signal 
could be contributed by hydrogen from the Titan torus together with a sky 
background signal entering through the solar occultation port of the ultraviolet 
spectrometers. 

The source mechanisms for the production of H in the rings considered by 
Dennenfeld (1974) and Blamont (1974) all fail by several orders of magnitude 
to account for the observed ring atmosphere. The principal reason for this is 
that the mean lifetime for readsorption of free Hin the rings must be relatively 
short, ~ 3 x 10• s (Carlson 1980). Following the Weiser et al. (1977) observa
tion, which implied the existence of a substantial ring atmosphere, several 
potentially more potent H production mechanisms were proposed. Cheng and 
Lanzerotti (1978) suggested that H20 was sputtered from the ring particles by 
energetic magnetospheric ions and Carlson (1980) considered a photosputter
ing mechanism in which H20 is photodissociated on the surfaces of the ring 
particles by solar radiation. The latter mechanism is potentially effective when 
the rings are open with respect to the Sun, as they were at the time of the 
Weiser et al. observation. However, the fact that the Voyager observations, 
which occurred during low solar elevation angles, showed little if any change 
between the two encounters while the solar elevation more than doubled is 
not consistent with the expected behavior of the photosputtering mech
anism. Cheng et al. (1982) and Ip (1983) reviewed proposed source mech
anisms, including charged particle sputtering, and concluded that none is 
capable of supplying the observed amount of H. On the other hand, a recent 
reevaluation of both the meteoroid flux incident on the rings and the vapor 
phase yielded by the subsequent high-velocity impacts (Morfill et al. 1983), 
indicates that this mechanism may, after all, be a major source of the ring 
atmosphere. 

One other way to account for the presence of a relatively substantial ring 
atmosphere is to consider possible sources of H external to the rings. Ip (1978) 
proposed that protons escaping from the midlatitudes of Saturn's exosphere 
could become neutralized in the rings and contribute to the H atmosphere. 
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This mechanism, however, appears to fail as a source by several orders of 
magnitude (Carlson 1980). A more promising source has recently been pro
posed by Shemansky and Smith (1982), in which dissociation of H2 by elec
trons (Shemansky and Ajello 1983) in the exobase of Saturn's atmosphere 
would provide a source of hot H atoms with sufficient energy ( <3 e V) to 
escape from the planet's exosphere. In this view, the rings would constitute a 
cold trap for a fraction of the escaping H. This source, which is estimated to 
produce a total of 10'" H atoms/second (Shemansky and Smith 1982) from 
Saturn's atmosphere, must also be considered as a potential or even major 
contributor to the observed H in the Titan torus at 8 to 20 Rs. 

III. OVERVIEW OF PARTICLE PROPERTIES 

The properties of individual ring particles, which bear directly on the 
question of ring origin and evolution processes, may or may not be correlated 
with ring structure. Properties of interest include particle size distribution, 
composition, and surface/subsurface structure. These basic properties are 
constrained by observations of the angular radiation scattering behavior or 
phase function, and the absorption coefficients, of the particles, both of which 
are functions of wavelength from ultraviolet to radio (A - 10-' to 10 cm). 
Because the rings comprise an ensemble of particles acting collectively, radia
tive transfer provides an indirect link between the observations and the in
ferred particle properties which does not exist for, e.g., an individual satellite. 
The form of the link depends to some extent on whether the ring is vertically 
thick or a monolayer. Although the weight of current evidence favors the 
many-particle-thick slab of scatterers that is easily treated with many standard 
methods of radiative transfer, certain aspects of the observations require that 
we also consider monolayer behavior. The radiative transfer that relates re
motely observed ring properties to intrinsic particle properties such as albedo 
and phase function is outlined in the chapter appendix, and is discussed in 
more detail by Esposito et al. (1984). 

Below, we discuss what has been learned about the particles from re
flected sunlight, thermal emission, and microwave probing. The wavelength 
variation of albedo through the visible (i.e., color) is, for instance, an impor
tant diagnostic on compositional differences in, at least, the surface layers of 
the particles. Spectral regions from l µ,m to 1 mm also contain direct infor
mation on composition from infrared absorption features. Far-infrared and 
millimeter observations provide constraints on the crucial, composition
dependent transition between primarily emitting (absorbing) behavior (A 

< 100 µ,m) and primarily loss-free scattering behavior (A > 1 cm). The in
frared observations also, of course, provide thermal properties of the parti
cles. Most size information comes from wavelengths close to the size of the 
typical particles, where the greatest sensitivity of scattering behavior to size 
exists; most ring particles are in the range of centimeters to meters in size, so 
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that radar reflectivity, radio occultation, and radio brightness observations 
have been and will continue to be extremely valuable. In a similar way, 
observations at visible wavelengths have contributed some knowledge of the 
distribution of the component of particles of size comparable to visible 
wavelengths. 

In Sec. 111.D, we summarize the inferences as to particle properties 
obtained from remote observations. For a more detailed discussion, the reader 
is referred to Esposito et al. (1984). 

A. The Rings in Reflected Sunlight 

1. Broadband Observations of Particle Phase Function and Albedo. The 
brightness of the rings, as perceived under given conditions of illumination 
and observation geometry, depends both on the total reflecting power of the 
particles (albedo w0 ) and upon the directional distribution of their reflected 
radiation (phase function P0, where 0 is the scattering angle [ see chapter 
appendix, Figs. A2 and A3]). Groundbased observations are limited to the 
very small range of scattering phase angles a = - 0 ==::; 6° subtended by the 
Earth's orbit as seen from Saturn. Therefore, our knowledge of particle prop
erties has been greatly advanced by spacecraft observations which allow the 
rings to be viewed at a large range of phase angles extending to about 160°, 
fairly close to the forward-scattering direction. Spacecraft trajectories, unfor
tunately, do not sample the various geometrical variables independently, and 
certain important geometries (e.g. , very high phase angles) are undersampled, 
making modeling difficult. Also, photometric calibration of the Voyager im
aging data is not yet fully satisfactory. For these reasons the particle phase 
function is still only approximately known. 

It is, however, well-established that the main ring particles are rather 
strongly backscattering. Figure 2 shows the brightness of certain ring regions, 
averaged over several thousand kilometers radially, obtained from Voyager 
imaging observations (Smith et al. 1981). The points shown are in the clear 
filter of the wide-angle camera with an effective passband similar to the ''B'' 
filter of classical photometry (Smith et al. 1977). Clearly, the rings are 10 to 
100 times brighter at low phase angles than at high phase angles. Model 
calculations are also shown for many-particle-thick model rings composed of 
scatterers with Lambertian surfaces, such as characterize moderately rough 
surfaces of particles far larger than the wavelength. Closer investigation and 
work in progress reveal that a better fit is obtained for somewhat more 
sharply-peaked backscattering phase functions, such as characterize ''snow
banks" or the various icy satellites, i.e., realistic regoliths with some granular 
structure. Because a scattering particle's phase function becomes strongly 
forward-directed as its size approaches the size of the scattered wavelength, 
the implication of this lack of forward scattering is that, overall, the main 
rings contain at most only a small area fraction of ~ 10% of micron-and
smaller-sized particles. No stronger upper limits on this fraction than ~ 10% 



X 10-l 
::, _, 
u. 
>-z 
"' 0 
u 
~ 
a: 
<( _, 
0 

"' • ~ 
► >-
iii 
~ ,o-2 
>-
~ 

~ 
>-
:.l 
i 
"' a: 
►-
>-
> 
i= 
u 
"' _, 
u. 

"' a: 10-J 

0.9 
0.9 

0.65 

0.5 

PHASE ANGLE, deg 

0 
z 

~ 
a: 
0 
w 

~ 
0 z 
ii: 
0 

~\ 
g \ 
! \ 0.5 

\ 

' ' 0.3 \ \ 

\ \ 

I 
I 
\ 
I 

o.s I 
I 
I 

\ ' \ 
\ 
\ 
\ 
\ 
I 
\ 
\ • 0.1~ 

\ y"'" ,, 

CURVES ARE FURTHER LABELED 1.6 } 
--- 0.4 BY PARTICLE ALBEDO 

----- 0.1 

0 z 

~ 
a: 
0 
w 
z 

~ 
0 z 
ii: 
0 
z 

5l ... 
:, 
0 

:-,.._ 

~09 
0.9 

1 o- 4 ._ ___ __..__-".__..,____...,_...,____. __ .._ _ _,__ _ _. __ ._...,_....,_...,_ _ ___. _ __, 

10/1 11/1 -2d -ld -12h -6h -2h 2h 
TIME 

(NOTE VARIABLE SCALE) WITH RESPECT TO ENCOUNTER 

Fig. 2. Radially averaged reflectivity (I/F = geometric albedo) of several ring areas as ob
served with the Voyager wide-angle camera (clear filter) at a variety of phase angles (with 
varying emission angle; see chapter appendix for geometry). Mid-A Ring, 2.10-2. 16 Rs 
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Division, I. 95-1. 99 Rs (.A.). The rings are more than ten times brighter at low phase angles 
than at high phase angles, showing the particles to be strong backscatterers. Model calcula
tions are shown which assume particles with Lambertian surfaces, such as would approxi
mate macroscopic, rough-surfaced objects. The model curves, given for several different 
ring optical depths, are also labeled by single-scattering albedo (adapted from Smith et al. 
1981). The optical depths of the C Ring and Cassini region are approximately 0.1, and of the 
A and inner B regions are approximately 0.4 and 0. 7, respectively (see Fig. 10 in 
Sec. lll.C.2 and Ring Atlas). 
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may be established until the observations at the highest phase angles have 
been satisfactorily analyzed. The curves in Fig. 2 are further labeled by the 
particle albedo. It may be seen that the A and B Ring particles are fairly bright 
(Wo~0.6) whereas the C Ring and Cassini Division particles are substantially 
darker (W0 ~0.2-0.3). These results are consistent with the albedos derived 
from groundbased observations (summarized by Esposito et al. 1984). 

Observations of the polarization of the rings complement these photomet
ric results. The polarization is quite weak and exhibits the characteristics of 
other bright, granular, macroscopic surfaces: it lies uniformly in the Sun
ring-observer plane of scattering, or "negative" at small phase angles (Kemp 
and Murphy 1973; Johnson et al. 1980; Esposito et al. 1980); at larger phase 
angles it is also quite weak ( < 10%) although contamination by strongly
polarized Saturn-shine makes it difficult to determine even the sign of the 
polarization (Burke and KenKnight 1980; Esposito et al. 1980). Both very 
small particles, like Rayleigh scatterers, and very large, smooth particles, 
would be strongly positively polarized at large phase angles. Dollfus 
(1979a ,b) has observed a small, time-variable component of polarization in 
the tangential direction, and has claimed this as evidence for some degree of 
orientation of the ring particles. This phenomenon has not been confirmed by 
other observers (Johnson et al. 1980). 

There is, however, some evidence for small overall fractions ( < 10% by 
area), or higher localized concentrations, of micron-and-smaller-sized dust 
particles in the main rings. Certain areas are seen in spacecraft images to 
reverse contrast with their surroundings between low and high phase angles 
(see Fig. 3). They are thus often loosely said to brighten in forward scattering; 
strictly speaking, these areas are still darker at high than at low phase angles, 
but to a lesser degree than the average or surrounding areas. A likely explana
tion is that the average phase function for that area has, in fact, a small 
additional forward-directed, or even isotropic, component implying the pres
ence of a small area fraction of wavelength-sized or smaller particles that are 
lacking in surrounding areas (see chapter appendix). Figure 4 demonstrates 
the phase variation of brightness for model rings composed of ensembles of 
Lambertian spheres with varying amounts of dust added. Dusty areas are 
darker than clean areas at low phase angles and brighter at high phase angles. 
This relative brightening is shown by several discrete, dynamically active 
zones in the outer A Ring (see Sec. IV.B and IV.C), and the entire outer 
A Ring itself in a more gradual way, as well as the spokes in the B Ring 
(Sec. IV.E). More precise statements about the size and optical depth of 
the dust will have to await further photometric analysis of Voyager images. 

The photometric behavior of the optically thin E, F and G Rings is quite 
different from that of the main rings. All of these diffuse features are far 
brighter at high phase angles than at low phase angles, directly demonstrating 
the presence of a substantial component of forward-scattering, micron-sized 
dust particles; for the E and G Rings, this is consistent with in situ measure-
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Fig. 3. Radial profiles ofreflecti vity of the rings at visual wavelengths, from Voyager observa
tions with the wide-angle camera clear filter; upper: low phase angle ( - 7°); lower: high 
phase angle (- 139°). The differences in profile indicate varying quantities of "small" 
forward- or isotropic-scattering particles. Of special note are the different reflectivity pro
files of the A and B Rings at high and low phase angles. The ''contrast'' of B Ring features 
increases markedly in the outer 2/3, but not the inner 1/3, of the B Ring. Also, in the A Ring 
the entire sense of radial variation reverses between low and high phase, in a way that 
suggests an outwardly increasing fractional content of small particles within the A Ring (see 
Fig. 4). The several sharp peaks in the central half of the A Ring are locations of known 
resonantly driven density waves (Sec. IV.B), and their contrast reversals suggest enhanced 
dust content in these dynamically active regions. In a similar way, the general outwardly 
increasing dustiness may be ascribed to the increasing number density and strength of many 
other, unresolved, resonances in the region. 
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Fig. 4. Variation of reflectivity (/IF = geometric albedo) with normal optical depth for the 
geometry characterizing Voyager I pre- and post-encounter (B' - 4"). The particles are 
assumed to consist of (a) a large backscattering particle component with the phase function 
of Callisto (Pang et al. 1983a) and albedo ciic = 0.6 and (b) a small dust component with 
optical depth fraction f of higher albedo cii0 = 0. 9 and scattering anisotropy parameter g, 
where g = 0 is isotropic and g = 0.9 is highly forward directed scattering (see chapter 
appendix). Compared with clean areas (/=0), the addition of moderate amounts of dust 
simultaneously produces relative darkening at low phase angle (a = 14") and brightening at 
high phase angle, (a = 147") but with larger contrast at high phase angle. Note, however, 
that the scattering layer is in all cases darker in an absolute sense at high phase angles. This 
general behavior is characteristic of many ring areas which reverse contrast with varying 
phase angle (see Sec. III.A and Fig. 3). 

ments of particles impacting the Pioneer and Voyager spacecraft (Humes et 
al. 1980; Gurnett et al. 1983; Aubier et al. 1983). 

Groundbased observations of the E Ring, although extremely difficult, 
appear to show an opposition brightening even larger than that of the main 
rings (Larson 1983; Larson et al. 1981; Pang et al. 1983a; Dollfus and Brunier 
1982). These observations are difficult to reconcile with a "shadowing" 
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model (see Sec. 11.B), but are consistent with the backscattering enhancement 
produced by transparent, micron-sized particles (Terrile and Tokunaga 1980; 
Pang et al. 1983; see, e.g., Esposito et al. 1984). The phase functions of such 
particles, of moderate optical size X = 21TTIA -20, are not strongly sensitive 
to the degree of nonsphericity (Zerull et al. 1980) so even somewhat irregular 
particles could be capable of producing the effect. Pollack (1981) has analyzed 
the F Ring phase variation and finds a substantial component of very small 
(- 0.1 µ,m) particles, along with a possible macroscopic component. How
ever, the important phase angles sensitive to 1 to IO µ,m-sized particles were 
not sampled; also, the optical depth inferred for the 0.1 µ,m particles is far 
smaller than the total F Ring optical depth (Lane et al. 1982). Therefore, 
additional material of larger sizes must be present (see Sec. IV.C.3.b). 
Whether this is also true for the E and G Rings may be eventually inferred 
from their depletion of various magnetospheric species (Thomsen and Van 
Allen 1979; Grosskreutz 1982). 

2. Spectral Reflectivity: Color and Composition. Much can be learned 
from the full spectral variation of particle albedo; comparisons with laboratory 
mixtures of materials have been extremely useful for satellite surface observa
tions (Johnson and Pilcher 1977). It must be remembered, however, that most 
spectral observations of the rings remain in the form of net ring reflectivity 
and have not been corrected for multiple scattering (see chapter appendix, 
Fig. A4). For this reason, only qualitative conclusions may be drawn. Figure 
5 compares the spectral reflectivity of the A and B Rings with that of various 
icy satellites. The rings are distinctly reddish, apparently more so than, for 
instance, Europa. However, because of the steepening effect of multiple 
scattering, it is at least possible that the spectral albedos of individual particles 
could be fairly similar to that of Europa, except at ultraviolet wavelengths 
where the ring spectrum seems flatter. A quantitative analysis would be most 
useful, however. Color images of the rings obtained with Voyager imaging 
(Smith et al. 1981, 1982) clearly show the C Ring and Cassini Division to be 
less reddish than the A and B Rings (Fig. 6; see also Color Plate 3). Although 
the color differences appear between regions of comparable optical depth, it is 
conceivable that the combined albedo and optical depth variation between the 
different regions could explain (via increased multiple scattering) some of this 
apparent color difference, which is greatly exaggerated in the various Voy
ager color-enhanced images. Clearly, more quantitative analysis is needed in 
this area. 

The reflectivity of the A and B Rings has also been observed at higher 
spectral resolution at near-infrared wavelengths, where specific absorption 
features exist that contain direct compositional information; for instance, 
water-ice absorption features are seen at 1.6, 2.0, and 3.0 µ,m (Peutter and 
Russell 1977; Kuiper et al. 1970; Pilcher et al. 1970; Pollack et al. 1973), and 
there is a hint of an impurity band near 0.85 µ,m. 
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Fig. 5. Spectral reflectivity of the A and B Rings and several of Saturn's major satellites, as 
discussed in Sec. 111.A.2. The rings have a distinctly reddish color, similar to that of most 
other nearby objects and the Galilean satellites. This reddish color is indicative of nonicy 
components in the rings, possibly with very small relative abundance. (Figure from Esposito 
et al. 1984.) 

Recent observations of ring and laboratory frost reflectivity spectra in the 
near-infrared (0.84 to 4 µ,m) have been carefully analyzed by Clark (1980) and 
Clark and McCord (1980). The detailed shape of the 1.6 and 2.0 µ,m water-ice 
absorption bands are well-matched by laboratory spectra of medium-grained 
water frost at 100 K, contrasted even with the spectra of frost overlying solid 
ice such as characterizes Europa (Clark 1980; cf. also Pollack et al. 1973). It 
has long been realized, however, that the reddish color of the rings (Fig. 5) is 
not consistent with pure water ice and requires some impurity (Lebofsky et al. 
1970; Lebofsky and Fegley 1976). Clark (1980) points out that the 1.6, 2.0, 
and 3.0 µ,m water-ice bands in the near infrared are so strongly absorbing that 
a small, uniformly mixed impurity would be easily masked; however, the ice 
becomes sufficiently transparent at shorter wavelengths that the presence of 
even quite small mass fractions of impurities could be easily seen. The impur
ity features at 0.6 and 0.85 µ,m, as well as the blue absorption and the high 
and constant reflectivity between 0.9 and 1.5 µ,m, are consistent with a 
variety of silicate materials. 

The E Ring is a difficult subject for spectrally-resolved observations; 
however, at visible wavelengths, its spectrum is clearly bluish, different from 



SATURN'S RINGS 99 

that of the main rings or any other solar system object (Larson 1983; Esposito 
et al. 1984). Also, Terrile and Tokunaga (1980) have detected a spectral 
reflectivity variation in the near-infrared consistent with oscillations in 
backscattering efficiency characterizing wavelength-sized particles (Pang et 
al. 1983a). More detailed analysis is needed, however, to indicate whether 
these observations and the dramatic opposition effect are all quantitatively 
consistent. 

B. Thermal Emission from Ring Particles 

The thermal balance for ring particles is more complex than for isolated 
objects due to interparticle effects such as shadowing, diffuse scattering of the 
incident sunlight, and mutual heating by the particles themselves. The de
tailed form of the response varies slightly, depending on whether the ring is a 
monolayer or is many particles thick (multilayer). These differences are be
ginning to be significant diagnostics on ring vertical structure. Approximate 
solutions to the heating problem have been obtained by Aumann and Kieffer 
(1973), Kawata and Irvine (1975) and Kawata (1979, 1982) for the multilayer 
and by Froidevaux (1981) for the monolayer. In the chapter appendix we 
provide a simplified sketch of the solution; here we use calculated results to 
give useful constraints on ring structure. 

The particle temperature is determined by a balance between absorbed 
and emitted energy. The total absorbed energy E abs is due to three main 
sources: direct and reflected or scattered solar radiation, thermal radiation 
from other ring particles, and thermal radiation from the planet. Of course, the 
absorbed energy is strongly dependent on the particle bolometric Bond albedo 
A. The temperature T P of the illuminated face of the particle is given by 

f E CT TP 4 = E abs 

where E is infrared emissitivity, CT (in this equation) is the Stefan-Bolzmann 
constant, and the term f characterizes whether the particle radiates over its 
whole surface area (f ~ 4) or over a hemisphere (f ~ 2). The former case 
would apply if the particles were either small or rapidly rotating, the latter, if 
large and slowly rotating. For thermal time constants in Saturn's rings, which 
are comparable to an orbital period, synchronous rotation is slow and corre
sponds tof ~ 2. However,!= 2 would not require that the particles' axes are 
really locked to Saturn; collision dynamics would anticipate that the spin 
angular velocity 0 8 ~O with random orientation in a several-particle-thick 
layer as shown below (see chapter appendix for more details). 

The ring particles are known to be large enough that their 20 µ,m emission 
is very close to blackbody emission, as E ~ 1 for macroscopic particles of 
geologically abundant material at these wavelengths. Both groundbased 
(Rieke 1975) and Voyager infrared interferometer spectrometer (IRIS) obser
vations (Hanel et al. 1982) show that the C Ring and Cassini Division particles 
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Fig. 6. (a) Reflectivity of the rings in the Voyager green (solid line) and ultraviolet filters 
(dotted line), compiled from simultaneous sets of high-resolution color composites (Smith et 
al. 1982). The radial scale has an absolute uncertainty of - 700 km. The ultraviolet scan has 
been scaled to match the green scan at the inner A and outer B Ring boundaries. A slight 
imperfect radial alignment remains in some regions due to camera distortion. (b) The 
relative brightness in green/ultraviolet is shown in a ratio of the scans of (a). Large noise 
spikes are seen at certain sharp edges due to imperfect alignment. However, the Cassini 
Division and C Ring are clearly less green than the A or B Ring. The B/C transition is quite 
abrupt, but the A/CD and B/CD transitions are less so. The B Ring and A Ring show 
gradual, systematic variations in color. Also, the very outer edge of the A Ring is quite blue 
(see panel a), due possibly to a particle size effect. Compare, for instance, its phase 
variation (Fig. 3) and see also Color Plate 3. (Figure from Cuzzi et al. 1984.) 



SATURN'S RINGS 101 

100 
~ 

w· 

"' 90 ::> ... 
<( .,,,. .,,,. 
"' ,,, w 80 
"- / :; 

/I + w ... 
BRING "' 70 

I . + "' w 
I z ... 

J: 60 I 
S! 
"' a, 

50 
2 6 10 14 18 22 26 30 

100 
~ 

w· 

"' 90 ---- .. i-.--::> ... i --.-----. --- 0.25 
}1=2 

<( 

"' ' ~------+--0.25 w 80 "- - - • - ---·-------- _ 0.55 :; 
w 

• ···---------- ---- ·--0.25 
} f = 4 

... 
!/l 70 
w 0.55 z ... 
J: 
C, 

60 CRING 

~ ., 
50 

2 6 10 14 18 22 26 30 
SOLAR ELEVATION, B', deg 

Fig. 7. Thermal brightness temperature (at 20 µ.m wavelength) of the B and C Rings as a 
function of solar elevation angle B ' . The data points are from a variety of authors (for a 
tabulation see Esposito et al. 1984). The form of the A Ring variation is similar to that of the 
B Ring. Also shown are different thermal models of the rings; solid lines: monolayer model 
(Froidevaux 1981); dashed line: many-particle-thick, homogeneous model (Kawata and Ir
vine 1975; Kawata 1979, 1982); dotted lines: many-particle-thick inhomongeneous model 
assuming a central layer of dark particles surrounded by a haze of bright particles (Kawata 
1982). In the case of the C Ring, the known particle albedo makes it possible to compare 
detailed predictions. In this case, the dotted lines indicate homogeneous many-particle-thick 
models (Kawata 1982). The theoretical curves are labeled by particle albedo (=0.25 or 
0.55), and f is a measure of particle spin velocity (see text and chapter appendix for 
discussion). 

have higher temperatures than the A and B Ring particles on the average, 
consistent with their lower albedos (Smith et al. 1981; Sec. III.A). The bright
ness temperature TB of the rings varies with ring tilt angle, as shown in Fig. 7, 
due to a combination of effects (see chapter appendix). The form of the 
variation differs for the A/B Rings and the C Ring, and is most easily under
stood for the C Ring where the structure and particle properties are fairly 
uniform and interparticle effects are small. 

In the C Ring, the particle single-scattering albedo at visual wavelengths 
is 0.2-0.3 without evidence of inhomogeneity (Smith et al. 1981; Esposito et 
al. 1984) and the flat spectrum obtained in Voyager IRIS observations of the 
unlit face suggests lack of thermal inhomogeneity, by comparison with Rhea's 
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spectrum (Hanel et al. 1982). Both monolayer (Froidevaux 1981) and many
particle-thick (Kawata 1982) models can explain the increase in C Ring 
brightness temperature with decreasing ring tilt as a filling factor effect, but 
the monolayer models are somewhat too hot for A - 0.2-0.3 unlessf > 2. 
The particles are known to be large from microwave (Sec. 111.C) and thermal 
eclipse observations (Aumann and Kieffer 1973; Froidevaux et al. 1981). 
Thus, a value off >2 must be due to a large spin rate. However, forf- 4, 0 8 

>>0 would be required. This could be maintained by off-axis interparticle 
collisions at dispersion velocity c -rO, (Sec. 11.B) but would then imply a 
ring much thicker than a single particle (z 0 -cir -r0,/0), inconsistent with 
the model. However, the multilayer models are in better agreement with the 
observations, even withf - 2 (Kawata 1982). Voyager 1 and 2 observations 
also contain evidence for f - 2. The C Ring particles show a larger eclipse 
cooling effect at low phase than high phase angles (Hanel et al. 1981), and the 
absolute particle temperature measured at phase angles larger than accessible 
from Earth (Voyager 1: 24°, Voyager 2: 31°, 46°) is lower than Earth-based 
values by an amount consistent with thermal beaming characterizing a slowly 
rotating object (J. Pearl, personal communication, 1983; Pettit 1961). There
fore, the albedos and temperatures of C Ring particles favor the many
particle-thick model. A complementary discussion is given in Esposito et al. 
(1984). Clearly, infrared data and theoretical analyses might be capable of 
providing useful constraints on ring vertical structure. 

The A and B Ring cases are less clear, as greater inhomogeneity in 
particle properties and radial structure exists. Both monolayer and many
particle-thick models can provide reasonable fits to the data. Kawata (1982) 
has noted that the radiative-equilibrium, vertically homogeneous, many
particle-thick models of Kawata and Irvine (1975) exhibited a ring brightness 
temperature decreasing with tilt angle which, although in agreement with the 
data, was due to modeling errors. Currently existing many-particle-thick 
models require a bimodal, vertically inhomogeneous, albedo distribution con
sisting of dark particles surrounded by, or overlaid with, bright particles (Nolt 
et al. 1980; Kawata 1982). Again, the parameters are more reasonable forf = 
2. It must be cautioned, however, that the existing multilayer models do not 
account for particle vertical motions which cause the particle heating to be 
time dependent. It may very well be that this effect largely removes the need 
for vertical albedo inhomogeneity. However, radial inhomogeneities certainly 
exist. Detailed inspection of IRIS spectra and imaging-derived reflectivities 
for the A and B Rings would provide valuable constraints on such in
homongeneity of particle properties. 

The low unlit-face temperature (56 K) of the A and B Rings (Ingersoll et 
al. 1980; Tokunaga et al. 1980; Froidevaux and Ingersoll 1980) is consistent 
with either monolayer or many-particle-thick models, if the particles have the 
low thermal inertia implied by eclipse observations. A low thermal inertia 
implies a highly insulating, low conductivity surface capable of rapidly warm-
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Fig. 8. Variation with wavelength of B Ring brightness temperature, as determined by 
groundbased observations. Observations are grouped according to their solar elevation angle 
B' . Throughout the millimeter-wavelength band, or possibly at even shorter wavelengths, 
the ring brightness temperature drops from a value close to the particle physical temperature 
( -90 K) to a very low value ( -10 K) which primarily represents diffuse reflection of the 
planetary thermal emission. This is because the particles become essentially perfect reflec
tors as the wavelength approaches their circumference (see chapter appendix). There is a 
suggestion of variable brightness temperature in the region between 40-400 µ,m wavelength. 
(Figure from Esposito et al. 1984, where the data are tabulated.) 

ing or cooling in response to variations in energy input. The fact that the 
edge-on rings do not cool to 50 K (Tokunaga et al. 1980) should not be held 
against the multilayer models, which have been recently improved and could 
probably have a still better treatment of heating by Saturn itself (see chapter 
appendix). 

Somewhere between 100 µ,m and 1 mm wavelength, the ring brightness 
temperature T8 drops sharply below blackbody behavior (see Fig. 8). This 
important spectral range is discussed in more detail by Esposito et al. (1984). 
This decrease is primarily due to the increase of particle albedo, which is close 
to unity for A > 1 cm due to a combination of particle size and composition 
effects (see chapter appendix). As particle albedo w0 increases throughout the 
millimeter wavelength range, the thermal emission from the rings decreases as 
(1-w0 )½ (Horak 1952; Cuzzi et al. 1980) and at centimeter wavelengths, the 
rings act essentially as an opaque mirror, diffusely reflecting Saturn's thermal 
emission and the cold of space. 

In the transition range from 100 µ,m to 1 mm, the emission is especially 
sensitive to particle refractive indices. More observations in this spectral 
range would be quite useful. Because the microwave absorption coefficient of 
hexagonal phase water ice (/h) is approximately 10-• cm-1 (Mishima et al. 
1983; Whalley and Labbe 1969), the penetration depth of microwaves is on 
the order of meters or longer. It seems that water-ice particles with a size 
distribution consistent with Voyager observations are marginally consistent 
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with 3 mm-wavelength observations (Epstein et al. 1983; Muhleman and 
Berge 1983) although Epstein et al. (1980, 1983) favor a somewhat lower 
absorption coefficient than currently accepted for ice Ih at 85 K (Mishima et 
al. 1983). Ultimately, mm-wavelength observations may be our best means of 
constraining the bulk absorption coefficient of the ring material. 

C. Probing the Rings with Microwaves 

1. Groundbased Radar and Radio Observations. Our understanding of 
the sizes of the ring particles really only began in 1973, when the rings were 
observed to be strong reflectors of groundbased radar (Goldstein and Morris 
1973). This implied immediately that typical particles were at least compara
ble to, and possibly much larger than, the radar wavelength (12.6 cm) in size 
because of the well-known transparency to radiation of particles much smaller 
than the wavelength (see chapter appendix, Fig. Al). However, this very 
transparency had long been advocated to explain the lack of observable emis
sion at similar radio wavelengths (see, e.g., Berge and Read 1968; Berge and 
Muhleman 1973). Pollack et al (1973) interpreted this paradoxical behavior as 
characteristic of particles of radius comparable to a radar wavelength, i.e. 
centimeters to meters (reviewed by Pollack [1975] and Morrison [1977]). As 
the sensitivity and number of radar and groundbased radio observations in
creased (cf. Esposito et al. 1984 for a summary), further constraints could 
be put on particle composition and size distribution and their radial variation. 

Existing groundbased radar observations of the rings contain both inten
sity and polarization information as functions of varying ring inclination an
gle. The radar reflectivity and polarization measurements of the rings are 
summarized in Table II. The total reflectivity (in both polarizations received) 
of the 12.6 cm wavelength data is plotted in Fig. 9 as a function of ring 
inclination angle B, along with theoretical calculations for various ring mod
els. The reflectivity is given in terms of geometric albedo p = 1/F = S+(4 
sinB) where Sis the usual diffuse reflectivity summed over polarizations (see 
chapter appendix for definitions; also Cuzzi and Van Blerkom 1974). By 
comparison with the geometric albedos (in backscatter) of most solar system 
objects (e.g., Venus ~ 0.6, Moon ~ 0.2), the large value of the ring radar 
geometric albedo implies either a near monolayer distribution of largely 
backscattering objects with fairly high albedo (Goldstein et al. 1977) such as 
may characterize the Galilean satellites (Campbell et al. 1977; Ostro et al. 
1980b ), or a high optical depth, classical, many-particle-thick layer of less 
backscattering, nearly perfect scatterers (Pollack et al. 1973; Cuzzi and Pol
lack 1978). These different hypotheses produce very different inclination 
angle dependences, as shown in Fig. 9. The observations seem most consis
tent with the multiple-scattering, many-particle-thick layer composed of much 
smaller individual scatterers of high albedo. As the tilt angle decreases and the 
incident wave becomes more grazing, less energy is reflected back to the 
observer by the classical model due to the increasing fraction of single (for-
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Fig. 9. Variation of A and B Ring radar geometric albedo 1/F with ring tilt angle. For several 
values of tilt angle, the reflectivity was only measured in a single polarization (see, e.g. 
Table II); therefore the total albedo depends on assumed values of the linear L or circular C 
depolarization ratio 6, as seen in the ranges shown at B - 21 ° and 26°. Model predictions are 
also shown. Curves (a) are for a many-particle-thick ring of ice particles with a particle size 
distribution n(r)-r-" dr. Curve (b) is for a monolayer (neglecting shadowing) of large, 
singly and preferentially highly backscattering objects such as the Galilean satellites. Curve 
(c) is an estimate of the reflectivity of such a monolayer including shadowing following 
Froidevaux (1981). 

ward) scattering compared to the backscattering monolayer model where the 
reflectivity increases due to the decreasing cross section of void areas (see 
chapter appendix). However, Froidevaux (1981) has noted that shadowing 
effects may diminish the increase in monolayer reflectivity with decreasing B 
(see Fig. 9). Also, consideration of the finite size and shadowing effects of the 
particles in the exact backscatter direction ( a = O") intrinsic to radar observa
tions introduces a small multiplicative correction e +7,/sinB to the singly
scattered contribution to the reflected brightnesses calculated in the usual 
manner (Hapke 1963, 1981; Lumme and Irvine 1976b), where Ts is the normal 
optical depth of particles large enough to cast shadows. Expressions in Sec. 
11.B. indicate that particles with r> several meters will produce significant 
shadowing at 10 cm wavelength if Ts> 1. Because the normal optical depth Ts 

of such large particles is probably, in fact, less than unity and possibly much 
less (Sec. 111.C; Marouf et al. 1983; Cuzzi et al. 1980), the reflectivity correc
tion is not large unless sinB << 1, in which case it could become quite 
important. 
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The reflected radar signals are all highly depolarized, whether the sense 
of transmitted radiation is linear or circular (Ostro et al. 1980a; see Table II). 
The observed reflectivities and depolarization ratios are well within the realm 
of possibility for realistic, moderately irregular particles (Cuzzi and Pollack 
1978; Ostro et al. 1980). Detailed calculations of average ring reflectivity led 
Cuzzi and Pollack (1978) to suggest that a broad distribution of particle sizes, 
such as a power law distribution of the number of particles n(r) with radii 
between rand r+dr, n(r) ex: r-" dr, provided the most natural explanation for 
the rough equality of the reflectivities at 3.5 and 12.6 cm wavelengths. This 
is because the scattering behavior of a narrower size distribution varies too 
rapidly with wavelength over the wavelength range of the observations. 
In addition, Cuzzi and Pollack (1978) showed that primarily silicate materials 
are inconsistent with the radar observations, as their microwave albedos are 
simply too low. Either fairly pure ice or metal are necessary as bulk con
stituents. Metal may now be ruled out on grounds of mass density (Secs. 
III.C.2 and IV.B). However, the exact interpretation of the variation of both 
total intensity and depolarization with tilt angle is unclear, due to the lack 
of observed depolarization ratios at B = 21 ?4 and 26?4 (cf. Esposito et al. 
1984). Careful study of the polarization data and cross sections in Table II 
and Fig. 9 indicates that either the single-scattering depolarization ratio or 
the fraction of single to total scattering, and the total cross section, must 
change slightly between 3.5 cm and 12.6 cm wavelengths (Ostro et al. 
1980a; Ostro and Pettengill 1983). It would be quite reasonable behavior for 
moderately irregular wavelength-sized particles to look rougher or less 
bright at the shorter wavelength (see, e.g., Zerull et al. 1980; Pollack and 
Cuzzi 1980). 

The quantity directly measured in radar observations is the power spec
trum of the energy reflected by the rings. These spectra peak at Doppler
shifted frequencies produced primarily by particles orbiting within the A and 
B Rings; these rings are, in fact, the location of most of the radar reflectors 
(Goldstein and Morris 1973; Goldstein et al. 1977). Ostro et al. (1982) have 
further deconvolved the ring radar reflectivity into radial segments. The ob
served reflectivities of the A and B Rings do not differ by more than 20%, 
even though their microwave optical depths differ by nearly a factor of two 
(Sec. III.C.2 and Fig. 10). This is a natural result of either multiple scattering 
in layers of different optical depth composed of identical particles or of the 
monolayer variation in (l -e- 7 )/sinB for the two ring elements (see chapter 
appendix). The very low relative reflectivity of the C Ring is also of interest. 
Further analysis is necessary to determine whether it may be explained by the 
relatively lower optical depth of the region, or whether bulk composition or 
size differences leading to lower particle radar albedos are implied. There has 
been no reappearance, in these low tilt-angle data (Table II), of the low
Doppler excess power, comprising 18% of the total, which was observed at 
24°ring tilt (Goldstein et al. 1977). 
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Passive groundbased observations of the rings at microwave frequencies 
have also helped in the unraveling of this story. Radio interferometry allows a 
spatial resolution to be attained which is on the order of several seconds of 
arc. Thus, not only can the ring brightness be measured but also the occulta-

,tion of the planet by the rings, giving a direct measurement of the optical 
depth at radio wavelengths, the radio depth. It was quickly realized that 
although the rings were extremely cold, their radio depth was comparable 
to that at visual wavelengths (Briggs 1974; Cuzzi and Dent 1975; Schloerb 
et al. 1979a,b, 1980). This implied immediately that the low observed ring 
brightness temperature and large radar reflectivity must be due to a particle 
albedo effect, not a transparency effect with a sharply peaked backscatter 
phase function. 

The observed ring brightness at wavelengths > 1 cm is so low (T8 -10°; 
see Fig. 8) that it may be essentially accounted for merely by scattering of 
Saturn's thermal microwave emission by particles with albedo w0 >0. 95 
(Cuzzi and Dent 1975; Schloerb et al. 1979a,b, 1980). Pollack et al. (1973) 
and Pollack (1975) had shown that such unfamiliarly high albedoes could be 
attained by particles of commonly occurring material, if they were in the 
centimeter-to-meter size range. If the particles are indeed in this size range, 
their scattering is strongly forward directed and so is the net scattering func
tion of an ensemble comprising the ring layer (Cuzzi and Van Blerkom 1974; 
Cuzzi et al. 1980; see chapter appendix). Thus, the ring brightness in the zone 
where the rings occult the planet may be considerably higher than that at the 
ansae, making it difficult to obtain accurate estimates of optical depth (cf. 
dePater and Dickel 1983). Recent Voyager results, discussed below, provide 
more accurate, and less model-dependent, determinations of maximum parti
cle size and total optical depth. 

Groundbased observations of the ring brightness at shorter microwave 
wavelengths (A< 1 cm) do display a thermal emission component which in
creases toward shorter wavelengths, and is sensitive to both particle size and 
material properties. These observations are shown in Fig. 8 and discussed in 
Sec. III.B. Because the size distribution is fairly well constrained by Voyager 
radar observations, as discussed below, especially accurate estimates of mate
rial properties may eventually be made. 

2. Voyager Radar Observations. Voyager observations of radio occulta
tions and bistatic scattering by the rings at 3.6 and 13 cm wavelength have 
greatly advanced our knowledge of the particle size distribution and its varia
tion with distance from Saturn. These experiments apply many of the tech
niques of atmospheric occultation, and owe their strength to the excellent 
match between wavelength and typical particle size, as well as to the coherent 
nature of the illumination which is provided by the spacecraft communication 
system. The details of this experiment are given by Eshleman et al. (1977) and 
by Marouf et al. (1982), and are discussed in the chapter appendix. The radial 
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Fig. 10. Normal optical depth of the rings at visual wavelengths (solid line), and at 3.6 cm 
(dashed) and 13 cm (dotted) wavelengths (radio depth) as a function of distance from Saturn. 
The radial resolution and sensitivity vary with optical depth. Specifically, between I. 72 and 
1.85 Rs the radio depth values shown are probably lower limits (Tyler et al. 1984). The 
difference between the visual and 3.6 cm data is a measure of the area fraction of particles 
with radii between about a micron and a centimeter in size. The difference between the 3.6 
cm and the 13 cm data is a measure of the fraction with radii between about I and 4 cm. The 
radio depths have been scaled down by a factor of 2, relative to those at visual wavelengths. 
to account for coherency effects which differ between the two methods of measurement (see 
chapter appendix). However, this factor may not be accurate in closely-packed, optically
thick regions. For example, the good agreement between the optical and scaled radio depth 
in the C Ring and Cassini region, where close-packing effects are negligible, demonstrates 
that few sub-centimeter-radius particles exist in these regions. However, the large 
wavelength variation seen in the optically thicker regions is probably due to a combination 
of the presence of sub-centimeter-sized particles and close-packing effects, as discussed in 
Sec. III.C. A detailed analysis is presented by Tyler et al. (1984). 

resolution of the experiment is limited by diffraction to the size of a Fresnel 
zone on the rings (15 km radially at 3.6 cm A). Subject to the limitation 
of signal-to-noise ratio, inversions and deconvolutions are able to improve 
this resolution to better than l km radially (Tyler et al. 1983). The occultation 
experiment consists of measuring the optical depth and forward-scattered 
energy at both 3.6 and 13 cm as a function of position in the ring plane. 
It must be recalled that the coherence of the transmitted signal introduces 
an additional factor of two in these radio depths relative to the optical 
depth of the same ensemble of particles. That is, if all the particles were 
larger than both radio wavelengths, we would expect the radio depths so 
measured to be twice as large as the optical depths measured at visual wave
lengths (see chapter appendix). 

Radio depth measurements by Voyager are limited by sensitivity to the 
approximate dynamic range 0.05 <T/sin (J < 15, where (J is the ring opening 
at the time of occultation. Thus, for the Voyager l encounter, the small 
ring opening (6=5~9) caused the relatively opaque regions of the B Ring 
to nearly block the radio signal, requiring substantial radial averaging for 
signal detection (Tyler et al. 1983). The small opening angle, on the other 
hand, provided better sensitivity to the optically thin regions of the C Ring 
and Cassini Division. 

If not all of the particles are larger than both wavelengths, transparency 
effects will cause the two wavelengths to be differentially transmitted (see 
chapter appendix). The difference in transmission between 3.6 and 13 cm 
wavelength is generally (but not completely) insensitive to particle sizes 
greater than 10 cm but is sensitive to particles of radius between l and 4 cm 
(see chapter appendix, Fig. Al). In Fig. 10 we show the radio depth of 
Saturn's rings at 3.6 and 13 cm wavelengths. From the relative differences in 
these curves, it may be seen that the fractional abundance of 1 to 4 cm radius 
particles does vary with location; for instance, it seems to increase outward in 
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the outer A Ring and to vanish entirely in the Cassini Division. Further 
implications may be obtained by comparison of these radio depths with optical 
depths measured at visible wavelengths (also shown in Fig. 10). The main 
impression one gets from Fig. 10 is that, after correction for the coherency 
factor of 2, the radio and optical depths are in very good agreement in the 
C Ring and Cassini Division, but the radio depth is substantially less than 
the optical depth in the A and B Rings. This differential transparency might 
imply the presence, only in the A and B Rings, of a large number of sub
centimeter-sized particles. However, if the ring thickness is really only a few 
times the size of the largest particles, as discussed below, two different 
nonideal effects come into play which cause the normal radio depth inferred in 
the optically thicker regions to be systematically underestimated. These ef
fects are (l) the location of some particles in the near-field zone of others, 
which generally causes a decrease in the particle extinction efficiency below 
the value of 2 assumed in Fig. 10, and (2) the possibility that the large ring 
particles act more like a monolayer than a many-particle-thick one. For a ring 
volume density in the range of 10-' to 10-2 , crude estimates (by JNC) 
indicate a near-field-related effect of~ 20-30% (cf. appendix of Cuzzi et al. 
1980), and an additional effect of comparable or larger amplitude due to the 
use of a many-particle-thick expression, rather than a monolayer expression 
for attenuation (see chapter appendix). The Voyager radio occultation exper
iment is especially sensitive to the latter effect because of its high grazing 
angle of incidence (µ, ~ 0.1). 

Therefore, it appears that the central A Ring and inner B Ring radio/ 
optical depth differences shown in Fig. 10 could possibly be accounted for by 
systematic nonideal effects in their inference from observed intensities. How
ever, it seems that the even larger differences characteristic of the outer 2/3 of 
the B Ring and certain other areas may require, in addition, some component 
of sub-centimeter particles which are lacking in the C Ring and Cassini 
regions, at least. This would be consistent with observations of the ring phase 
behavior (Sec. III.A and Fig. 3). Clearly, more detailed analysis of these data 
is needed. 

A measurement of the phase of the occulted Voyager coherent radio 
signal also contains information on the abundance of smaller particles, (r 

< 1 cm), as discussed in the chapter appendix and in Marouf et al. (1982). The 
abundance of such small (r < I cm) particles seems to increase at certain 
localities in the C Ring. However, the general lack of large phase shifts, and 
the close agreement between visible and radio optical depths, rules out the 
existence of large quantities of particles of size < I cm in these regions. 
Because the signal amplitude and phase depend on the particle size, number 
density, and refractive indices in different ways (Marouf et al. 1982), it may 
be possible in the near future to determine the particle absorption coefficient 
directly by using the signal phase and amplitude at 3 .6 and 13 cm 
wavelengths, thereby constraining bulk composition. 
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Determinations of particle size in the several-meter-radius range of the 
size distribution may be derived from the incoherent signal or forward
scattered intensity (Tyler et al. 1981, 1983; Marouf et al. 1982, 1983; see 
chapter appendix). A characteristic size may be obtained from the occultation 
intensity either by combining the optical depth at a given point with the total 
forward-scattered intensity, or by actually observing the forward diffraction 
lobe of a Doppler-resolved region moving through the radar illumination 
pattern on the rings. The latter technique applies only if the scattering lobe of 
local particles is narrower than the illumination lobe of the antenna, which is 
true for particles larger than the antenna (l.8 m radius). In both of these 
approaches, the particle radius inferred is essentially that of the largest typical 
particle rmax• This is because the quantity that is measured is forward
scattered intensity, or scattered flux (Q 81TT2) divided by the solid angle into 
which it is essentially diffracted ( - 'A 2/r 2). The effective sizer err determined by 
this intensity weighting is thus the ratio of the observed forward-intensity to 
the observed r: 

rmax rmax 
r:rr-J n(r)r4 dr/f n(r)r2 dr; 

rmin rmin 

where, forn(r) = n.,r----3, r!ff = r:naxl2 ln(rmaxlrmirJ• 
Values ofrmax derived in this way are approximately 1 and 5 m radius in 

the C Ring and outer Cassini Division, respectively (Tyler et al. 1981; Marouf 
et al. 1983). 

A more detailed treatment is also possible using variation of the diffusely 
scattered signal over a limited range of scattering angles attained during the 
Voyager 1 radio occultation experiment. In this experiment, the diffuse scat
tering was measured over a range of 0 < 0~7, corresponding to the diffraction 
lobe half widths Al 2 r of r ;=:, 1 m particles. An inversion of these data provides a 
direct determination of the particle size distribution in this size range (Marouf 
et al. 1983). Results for several ring regions are shown in Fig. 11. A distinct 
break in the size distribution is seen at several meters radius, consistent with 
the estimates from the forward-scattered intensities mentioned above and the 
groundbased results. In most cases, the slope is so steep above the cutoff 
radius as to be indistinguishable from a complete absence of particles, within 
the limits of the inversion technique. 

However, there are several caveats to consider. The inversions make 
certain assumptions as to the importance of multiple scattering, which acts to 
broaden the forward lobe. If the largest particles were confined to a near 
monolayer instead of being vertically dispersed by many times their own 
radii, as is usually assumed in radiative transfer treatments, their multiple 
scattering would decrease, and a slightly smaller ''largest particle'' would be 
inferred from the data. It is, in fact, precisely this tendency that is implied by 
comparison of the inversion results (e.g. Fig. 11) and the total optical depth 
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Fig. 11. Size distribution for particles with radius > I m, as determined by direct inversion of 
Voyager radio occultation data. Comparison with simulations (Marouf et al. 1983) estab
lishes that the cutoff at roughly several meter radius is real, and the observed distribution for 
larger sizes is generally consistent with a complete absence of particles. However, model 
uncertainties such as the vertical thickness of the layer may cause the numerical value shown 
of the cutoff radius to be slightly too large (see text, Sec. Ill.C). Also, these observations do 
not preclude the existence of smaller numbers of much larger particles (Sec. III. D). 

measurements (Fig. 10). That is, the optical depth in the r > I m component 
alone, inferred from the inversions, is as large as the total optical depth 
observed in the occultation experiment. However, as T(3.6)>T(13.6) we 
know that there must be significant numbers of sub-meter-sized particles. The 
problem would be resolved if the largest (r> several meter) particles were 
restricted to a layer of thickness only a few times their own radius. This would 
somewhat reduce the maximum particle size and the optical depth of the r> l 
m component (H. Zebker, personal communication, 1982). The slightly lower 
net number densities of the resulting r> 1 m distribution allow a smoother 
joining to the number densities of r< 1 m radius particles inferred from the 
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differential opacity measurements, which are not strongly model dependent. 
The smooth joining is consistent with a power-law size distribution between 1 
cm and the cutoff radius of several meters: n(r) -r-q, with 2.8 <q<3.4 
depending on the feature considered. The nonexistence of strong forward 
scattering from larger particles implies that q > 5 for r > several meters. 

The intriguing possibility of constraining ring vertical structure using the 
radio occultation results requires further investigation. It also cautions us that 
the value of the particle radius at the upper-size cutoff is somewhat model 
dependent. The existence of a cutoff of the relative number density in the 
several-meter-radius range is, however, unquestioned. This conclusion does 
not preclude the existence of larger objects in the rings, as long as their 
numbers are far less than obtained by an upward extrapolation of the r-2-8 or 
r-3 .4 size distribution which characterizes the centimeter-to-several-meter
sized particles, as further discussed below. 

Finally, the direct measurement of the particle size distribution from 
radio occultation observations may be combined with the direct measurement 
of surface mass density from gravitational (density and bending) waves (Sec. 
IV.B) to determine particle mass density. Not knowing the exact value of the 
upper cutoff radius induces some uncertainty, but the particle mass density so 
determined is on the order of I g cm-". This is consistent with a primarily icy 
composition but not a primarily metallic or rocky bulk particle composition 
(Marouf et al. 1983). More precise determination of particle density, specifi
cally any indication of an unusually porous or underdense particle, is simply 
not possible at present. 

D. Particle Properties: A Summary 

Most of the material contributing to the observed opacity and mass of the 
rings of Saturn is found in the form of centimeter-to-several-meter-sized parti
cles, which are distributed following a differential power law of the approxi
mate form n(r) = n 0 r-q, 2.8 <q<3.4. Power laws of this sort are common in 
geophysical processes (Hartmann 1969). Lower-size cutoffs are regionally 
variable, sometimes on the order of a centimeter, sometimes (perhaps) less 
(Fig. 10). Distinct, and possibly regionally variable, upper-size cutoffs are 
seen at several meters radius. The Voyager inversions strongly suggest that 
relatively very few particles exist with r> IO m (Sec. III.C.2). Supporting this 
direct observation are the various occultation measurements of a thickness 
< 150 m of several ring edges. Clearly this could not be true if many particles 
with radii much larger than 100 m presented a significant cross section (Sec. 
II.B). However, small numbers of mountain-sized objects are inferred in 
certain regions (see Sec. IV.C). It is instructive to consider whether a smooth 
distribution of particle sizes exists through intermediate size regimes. The fact 
of a sharp "knee" in the size distribution at r - 5 m is well-established. The 
particle size distribution must be as steep or steeper than r-5 for larger sizes. 
Suppose the distribution is given by 
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[ 
n 0 ,-" forr 0 = l cm< r <5 m = r, 

n(r) = 
n, ,-qforr, = 5 m <r 5 km. 
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We may then determine the value of q which connects the observed number of 
r<5 m particles (Sec. 111.C) smoothly with several particles of r - 5 km such 
as inferred to lie within, at least, the Encke Division (Sec. IV.C.3). The total 
number of particles in the rings between distance R0 and R, from Saturn and of 
radius r within radius increment dr = r, may be written (for particles larger 
than r = 5 m = r,: 

Using T =zo1T n 0 ln (r )r 0 ), and 7- l, we find that q = 6 yields one object of 
- 5 km radius and q = 5 yields several hundred. Without making too much of 
the specific numbers, it seems quite possible that a smooth and continuous 
distribution could exist of particles with radii ranging from 5 m to IO km. The 
total ring mass would still be dominated by the several-meter-radius objects, 
due to the ,3-q weighting of the mass integral. However, the larger objects 
could be influential for global structure. 

Small, regionally variable, quantities of dust-sized (- 0.1-10 µ,m radius) 
particles are seen with fractional optical depth never greater than - 0.1. 
Possible sources for such dust are discussed by Smoluchowski (1983) and by 
Morfill et al. (1983). In contrast, certain regions such as the E, F, and G Rings 
contain quite substantial fractions of micron-sized dust, possibly 100% for the 
E Ring. Particle size estimates of 10-100 µ,m derived from near-infrared 
reflectance bands and far infrared spectral variations may be characteristic of 
granulation on the surfaces of the ring particles (Secs. III.A and 111.B; also 
Esposito et al. 1984). 

Direct observations of water-ice spectral features and the generally high 
particle albedo (Sec. III.A), as well as the need for an extremely low-loss 
dielectric to great depth in the particle subsurfaces (Sec. 111.C) suggest that the 
particles are composed primarily of icy material. Because various clathrate 
hydrates are spectrally indistinguishable from pure water ice out to - 100 µ,m 
wavelength (Smythe 1975; Bertie et al. 1973), the possibility that the icy 
material is clathrate-rich must be considered. Also, the somewhat low thermal 
inertia and microwave absorption coefficient indicated, relative to pure hexa
gonal phase water ice lh (Sec. 111.B), suggest that other phases of water ice 
might also be considered, such as amorphous ice (Smoluchowski 1978). Sig
nificant quantities of metal, a conceivable (but cosmogonically unlikely) con
stituent on grounds of radar reflectivity, may be ruled out by a combination of 
particle size and optical depth measurements (Secs. III.A and 111.C) and 
measurements of mass density from density wave properties (see Sec. IV.B). 
The inferred particle bulk density is close to unity, an independent support of 
a primarily icy composition. 
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The ring particles must contain a nonicy component, however. The 
visible-wavelength albedos in the C Ring and Cassini Division (w0 -0.2-0.3) 
are too low for impurity-free ice; also, there is a large overall decrease in 
reflectivity shortwards of 0.6 micron wavelength. Finally, there is a hint of a 
0.85 µ,m absorption band in the ring spectrum. All of these properties may be 
satisfied by a wide range of silicate materials. The quantity of impurity ab
sorber required to produce these effects may be quite small, ( < < 10 _,) and is 
probably well mixed with the ice at least in particle surfaces (Sec. III.A). The 
distribution of this component is distinctly nonuniform, with (at least) gradual 
variations on a radial scale of - 10• km. The nature of the nonicy component, 
and the reason for its regional variation, are exciting questions. Whether there 
is vertical segregation or size segregation by composition remains an open 
question (Sec. 111.B). 

IV. SPECIFIC STRUCTURAL PROPERTIES: 
MAIN RINGS AND F RING 

A. Overview 

In this section (IV) we discuss specific aspects of ring structure in more 
detail. As with particle properties such as albedo and size, discussed in Sec. 
III, structural properties are correlated with the classical ring regions to a large 
extent. Many of the particle properties have been discussed in Sec. III. For 
example, the A and B Rings may contain a significantly larger population of 
centimeter- and sub-centimeter-sized particles than the C Ring and Cassini 
region (Fig. 10), and the A and B Ring particles are, on the average, signifi
cantly brighter than the C Ring and Cassini particles (Fig. 2). Color differ
ences in the rings are also regionally correlated (Fig. 6 and Color Plates 3 to 
6), although the radial scale of color variation is much less abrupt (except at 
the B-C boundary) than that of optical depth variation. More detailed study 
is needed to determine the scale of particle size, albedo and color variation. 
It is possible that the observed color variations (Fig.6) are due to multiple
scattering effects arising from a slowly varying particle abledo (see chapter 
appendix). It is also possible that some (but probably not all) of the radio
depth variation with wavelength in the B and A Rings may be due to near-field 
effects in the rings. 

In addition to the particle property similarities between the A and B 
Rings, and between the C Ring and Cassini Division, there are analogous 
similarities in the structure of these regional pairs. For instance, the structure 
of the dark, optically thin pair (C Ring and Cassini Division) has a similar 
banded look to it, in that both regions are characterized by a series of optical 
depth plateaus which convey the impression of regularity in spacing and 
length scale. These plateaus are often, but not always, separated from their 
surroundings by clear gaps. Generally these features are several hundred km 
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wide, with little internal structure, and show a transition at their edges through 
a factor of 5 to 10 or so in optical depth within a scale of tens of km. These 
plateau edge transitions are thus less abrupt, in general, than those seen at the 
edges of the Encke, outer A, outer B, or Maxwell ringlet edges, and more 
similar in sharpness to the edges of the Max well Gap. However, some plateau 
edges are fairly sharp, especially if they are bordered inwards by an empty 
gap. These specific edges are discussed further in Sec. IV.C and by Marouf 
and Tyler ( 1984a). Tyler et al. ( 1983) have investigated several of the C Ring 
plateau features in detail, using Voyager 1 occultation amplitude and phase at 
both 3.6 and 13 cm wavelengths (see chapter appendix). In both features 
studied, it seems that a sort of W-shape may be seen, with the smaller (1-4 
cm radius) particles concentrated in the optically thicker edge regions (at the 
"feet" of the W), as seen by the qualitatively different 3.6 cm and 13 cm 
optical depth profiles. Signal phase variations, due (at 3.6 cm wavelength) to 
particles of radius < 1 cm, are even more sharply confined to these edge 
regions. Simultaneously, very little difference is seen between 3.6 cm and 
visible wavelength optical depths, once the factor of two is accounted for (see 
chapter appendix, and Fig. 10). Therefore, we infer that the size distribution 
in these regions cuts off at around a centimeter radius, and that centimeter
sized particles are concentrated in narrow regions near the edges of the fea
tures shown. The very largest particles, however, are concentrated in the 
center of these features, as seen by comparing the 3.6 cm and the 13 cm 
optical depth profiles. , 

In another striking similarity, the outer edge region of both the C Ring 
and the Cassini Division consists of a broad, nearly featureless, band with 
optical depth and particle albedo increasing slowly, and nearly linearly, out
wards. These broad bands (Figs. 10 and Color Plate 4) end abruptly at the 
inner edge of their optically much thicker neighbor, the B or A Ring, respec
tively. The pair similarity continues with increasing distance from Saturn. 
Inspection of Fig. IO shows the optical depth of the inner region of the Band 
A Rings to be sharply peaked, increasing inward toward the ring boundary; at 
both the inner B and inner A Ring edges, there is a fairly abrupt transition in 
optical depth, over a radial scale of tens of km, and showing no sign of an 
empty gap (Lane et al. 1982; Esposito et al. 1983c). Also, the inner third of 
the A Ring and the entire B Ring exhibit a qualitatively similar irregular, 
fine-scale radial structure, as discussed in more detail in Sec. IV. D. 

A certain morphological similarity may be seen by comparing the inner 
B/inner A edge structure (Fig. IO) with high-resolution, diffraction-corrected 
observations of four of the five bands in the inner Cassini Division; these 
structures show sharp, peaked inner edges and gradual, somewhat rounded 
outer edges (Marouf and Tyler 1984a). A similar characteristic inner edge/ 
outer edge structural pattern is produced by numerical models of erosion 
processes (see, e.g., chapter by Durisen; Ip 1983). Of course, both the theory 
and the observational data are in an extremely preliminary state. However, it 
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is intriguing to consider that a destructive process may play a role in sharpen
ing some ring edges, and to consider ways in which other regional similarities 
may be so explained. It also cautions us that any inferences of primordial 
distribution merely from existing morphology and locally active processes 
may be extremely misleading. 

For all their similarities, the NB Ring and C/CD Region twins are frater
nal, not identical. For example, the C Ring optical depth exhibits a smooth, 
axisymmetric wavelike pattern in the region between 79,000 and 84,500 km 
(see Fig. 6a, and Color Plate 4) which is unique in the ring system, and is not 
understood. 

Significant differences also exist between the A and B Ring structure. For 
instance, the A Ring exhibits an azimuthally asymmetric reflectivity, as 
shown in Fig. 12 (Lumme and Irvine 1976a; Reitsema et al. 1976; Lumme et 
al. 1977) in its inner regions for which no analogue exists elsewhere in the 
rings. The effect is believed from groundbased observations to be isolated 
to the inner half of the A Ring between 125,000 and 132,000 km (Thompson 
et al. 1981) and has been observed by Pioneer 11 (Esposito et al. 1980) and 
Voyager on both the lit and unlit faces of the rings (Smith et al. 1981, 1982). 
The effect is characterized by enhanced ( decreased) brightness of ring 
quadrants preceding (following) orbital conjunction with the observer. The 
brightness variation has an amplitude of 15% and is distinctly nonsinusoidal 
(see Fig. 12; Thompson et al. 1981). Because theoretical considerations 
(Peale 1976; chapter by Weidenschilling et al.) render untenable any expla
nation involving particles in synchronous, planet-aligned rotation, dynamical 
processes invoking trailing density wakes excited by locally large particles 
are regarded as most likely (Colombo et al. 1976; Franklin and Colombo 
1978; see also Julian and Toomre 1966). The causative particles could be 
as large as 100 m in size, larger than the typical largest particle (> 5 m 
radius) and small enough to avoid shepherding a clear gap for themselves 
(< 1 km radius) as discussed in Sec. IV.C. The presence of a sprinkling 
of 100 m-sized particles in the A Ring is not consistent with the radio 
occultation determination of a largest typical radius of 5 m in a distribution 
following n(r) ~ r--'' (see Sec. 111.D). The lack of such an effect in the B Ring 
could be due to the lack of discernible differential brightness which may be 
produced by a similar fractional change in the higher overall B Ring optical 
depth (Colombo et al. 1976; cf. also Fig. 4). 

In the following parts of Sec. IV, we discuss in more detail several 
classes of structure which are, in general, characteristic of different ring 
regions and (probably) different structural influences. In some cases, the 
causative process has been identified. In other cases, it is unknown or con
troversial. For instance, practically all of the radial structure in the outer 
two-thirds of the A Ring has been identified with isolated trains of gravita
tional waves driven at satellite resonances (Sec. IV.B). However, the Encke 
and Keeler Gaps in the A Ring are notable exceptions, and driven waves have 
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been observed at resonances in the B Ring and the Cassini Division. The 
positive identification of compressional density waves and vertical corruga
tion waves in Saturn's rings has been a strong confirmation of spiral gravita
tional wave theory in general (chapter by Shu), and the observed waves 
provide extremely useful diagnostics as to local ring mass density and viscos
ity (velocity dispersion). The ultimate influence of driven spiral waves on 
momentum and energy transport in ring-ringmoon systems is certain to be 
important (see, e.g., Lissauer et al. 1984), although the details are far from 
well understood at present (chapter by Borderies et al.). 

Clear gaps with or without embedded ringlets are a specific class of 
structure (Sec. IV.C) found in the A, C, and Cassini regions but not in the B 
Ring. Several, but not all, of the gaps in the optically thin C Ring and Cassini 
region are associated with strong gravitational resonances. In the C Ring and 
Cassini region, the embedded or adjacent ringlets are distinct and opaque, 
with a well-defined eccentricity which increases outward similarly to the 
behavior of the narrow Uranian rings. In the Encke Division, the embedded 
ringlets are irregular and optically thin, and similar in general appearance and 
particle properties to the F Ring. In the case of the F Ring and the Encke 
Division, the presence of shepherding moonlets (cf. also chapter by Dermott) 
is either known or strongly inferred. Extension of this association to the 
remaining nonresonant clear gaps with or without embedded ringlets is tempt
ing, but as yet unsupported. 

The B Ring structure is best described as irregular with no obvious 
association with either strong known gravitational resonances or local perturb
ing moonlets. The individual features are not in the nature of isolated ringlets 
but are more or less smooth fluctuations in optical depth, with only a few 
possible (and very narrow) clear gaps seen in the photopolarimeter (PPS) data 
(Evans et al. 1982), but not confirmed by other occultation data. The inner A 
Ring also exhibits similar optical depth fluctuations on a variety of length 
scales. The association of the irregular structure with the generally optically 
thickest ring regions, as well as its lack of regular radial spacing or length 
scales, has led to suggestions that it arises from unforced, collective in
stabilities within the disk arising, perhaps, from viscous effects (see, e.g., Lin 
and Bodenheimer 1981; Ward 1981, Hameen-Anttila 1981; Lukkari 1981; see 
also chapter by Stewart et al.). However, this inference is still somewhat 
tentative. For instance, the existence in the rings of many objects with radii 
between 100 m and - 1 km, with a distribution sufficiently steep (n(r) - ,-• or 
,-s) as to render them invisible to the radio occultation, is still quite possible 
(see Sec. III.D). Most objects of these sizes would be incapable of clearing 
empty gaps in the B Ring or inner A Ring, but could still have some structural 
influence (Lissauer et al. 1981; Henon 1981, 1983; Goldreich and Tremaine 
1982). Therefore, the cause of the irregular structure is probably best left 
open. In Sec. IV.D we describe various aspects of the irregular structure. 

Certain aspects of ring behavior are known to be related to electromagne-
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tic phenomena, as discussed in Sec. IV.E. The B Ring spokes, for instance, 
have a well-defined periodicity and longitude preference matching the prop
erties of Saturn's magnetic field. Also, one would expect that the tiny E, F, 
and G Ring particles, embedded in Saturn's magnetosphere, would exhibit 
some electromagnetic influence. A full understanding of the F Ring and its 
complement of moonlets also depends on a good understanding of the ring
magnetosphere relationship. Finally, the question of sporadic Saturn electro
static discharges (SED) arising in the Saturn system, and possibly in the rings, 
has generated considerable interest. In Sec. IV.Ewe review and discuss the 
relevant observations. 

In reading the remainder of Sec.IV, remember that the observed regional 
differences in structural appearance may only reflect the response of regions 
of different optical depth (and therefore different collective properties) to the 
same forcing. For instance, it seems that optically thick (r ;z, 0.5) regions 
respond to strong satellite resonances by launching spiral propagating waves 
(Sec. IV.B), whereas optically thin (T 'E 0.1) regions respond by opening gaps 
and/or coalescing ringlets (Sec. IV.C). However, optically thin regions may 
launch wave trains in response to weak resonances, as apparently seen in the 
Cassini Division. Similarly, it may be that the nonresonant irregular structure 
in the B Ring may merely reflect a different response to embedded moonlets 
than the clear gaps theoretically expected (cf. chapter by Borderies et al.). 
Clearly, our understanding of even the most favored processes is in a very 
rudimentary state. 

B. Gravitational Resonances and Waves 

Much of the structure observed in Saturn's rings results from resonant 
forcing of ring particles by known satellites of Saturn. Forcing due to reso
nances between the ring particles and a hypothetical nonaxisymmetric com
ponent of Saturn's gravitational field may also be important (Franklin et al. 
1982; Stevenson 1982). However, as nothing observed in Saturn's rings is 
currently identified as a planet-induced feature (Holberg et al. 1982), and 
the asymmetry in Saturn's gravitational field necessary to produce such 
resonances has never been detected, we shall restrict our discussion to 
satellite-caused resonant effects. 

Bodies in orbit about Saturn at radius R move with mean angular fre
quency O(R). If they are in slightly eccentric orbits, their epicyclic (radial) 
frequency is K (R), and if their orbits are inclined to Saturn's equatorial plane 
they oscillate about it with (vertical) frequency µ, (R). If Saturn were a point 
mass or perfectly spherical, these three frequencies would all be equal and 
orbits would be closed. However, the oblateness of Saturn causes the orbital 
node to regress and the line of apsides to advance (see, e.g., Bums 1976). 
Therefore, the various frequencies split such that µ,>0> K. Resonances occur 
where the natural horizontal (vertical) frequency of the ring particles is equal 
to that of a component of the satellite's horizontal (vertical) forcing, as sensed 



122 J. N. CUZZI ET AL. 

in the rotating frame of the particle. We can view the situation as the resonat
ing particle always being at the same phase in its radial or vertical oscillation 
when it experiences a particular phase of the satellite's forcing. This situation 
enables continued coherent ''kicks'' from the satellite to build up the parti
cle's radial or vertical motion, and significant forced oscillations may thus 
result. 

The locations and strengths of resonances can be determined by de
composing the gravitational potential of the satellite into Fourier components 
(see chapter by Shu for details). The disturbance frequency w, can be written 
as the sum of integer multiples of the satellite's circular, vertical and radial 
frequencies: 

w = mfl.11 ± nµ,M ± pKM (l) 

where m, n and p are nonnegative integers, with n being even for horizontal 
forcing and odd for vertical forcing. Horizontal forcing, which can excite 
density waves and possibly open gaps by angular momentum transport, occurs 
at the inner Lindblad resonance RL where 

Vertical forcing occurs at the inner vertical resonance R v where 

From Eqs. (1) and (2), approximating with f!-µ,-K, one obtains 

f! (R 1J m + n + p 
-----= --m---1--= e/(m-1). n.lf 

(2a) 

(2b) 

(3) 

The U(m-1) ore: (m-1) notation is commonly used to identify a given 
resonance. Because the strength of the forcing by the satellite depends, to 
lowest order, on the satellite's eccentricity e and inclination i as eP (sin i)n, the 
strongest horizontal resonances have n=p=O, and are of the form m:(m- l). 

The radial locations and relative strengths of such orbital resonances 
are easily calculated from known satellite masses and orbital parameters and 
the gravitational moments of Saturn (Lissauer and Cuzzi 1982; chapters 
by Franklin et al. and by Shu). By far the lion's share of the strong resonances 
lie within the outer A Ring (Fig. 13). 

Several types of features are observed to occur at resonance locations 
within Saturn's rings. One class of feature includes sharp, noncircular outer 
ring edges. The outer edges of the B and A Rings are located quite close to the 
Mimas 2:1 and Janus 7:6 resonances, respectively. In the case of the B Ring 
edge, the shape of the edge is that of an oval centered on Saturn. That is, there 
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Fig. 13. Locations and strength (torque) of the strongest gravitational resonances in the A 
Ring. T t,mlu is the torque per unit mass density due to the ( I Im) Lindblad resonance at 
RL with a satellite M, where n (R1,) "" ( t Im) !1.11. Less than ten resonances of strength 
> 10" cm' s _, exist elsewhere in the rings. The closer satellites have more closely spaced 
resonances with strength increasing outward more rapidly than for more remote ones. 
(Figure from Lissauer and Cuzzi 1982.) 

are two radial minima and two maxima along the edge circumference (see, 
e.g., Fig. 24 in Sec. IV.D). The variation in radius is> 140 km, and the axis 
of minimum radius is closely aligned with the direction to Mimas (Smith et al. 
1983). The entire pattern rotates at the orbital rate ofMimas. This morphology 
is in good agreement with theoretical expectations for particle orbit stream
lines which would result from forcing at an m:(m - l) resonance with m = 2 
(Borderies et al. 1982). The particle orbits are, in fact, very nearly normal 
Keplerian ellipses. However, the resonance constrains particles to cross 
periapse at each conjunction, occuring every m th orbit. For example, in the 
time taken by a particle to move from periapse to apoapse, the edge pattern for 
a 2: 1 resonance rotates by 90°. The amplitude of the forced radial oscillation 
of a particle near resonance is easy to calculate in the collisionless, zero
gravity limit (Goldreich and Tremaine 1982; Lissauer and Cuzzi 1982), and 
increases as the inverse of the distance from resonance. The "natural" 
amplitude, or resonance width, is often cited to beRL (M/M8)½, where Ms is 
Saturn's mass and M is the mass of the satellite. This is the distance from 
resonance at which perturbed streamlines cross the resonance and intersect 



124 J. N. CUZZI ET AL. 

TABLE III 

Distribution of Mass in the Rings, as Scaled from Optical Depth r Irr 
Determined in Density-Wave Regions 

Region Boundaries (Rs) 

InnerC 1.23-1.39 

OuterC 1.39-1.53 

InnerB 1.53-1.66 

MiddleB 1.66-1.72 

OuterB 1.75-1.95 

Cassini Division 1.95-2.02 

Inner A 2.02-2.16 

Outer A 2.16-2.27 

Total Ring Mass< 

"Esposito et al. 1983b. 
hHolberg et al. 1982. 

Mean Optical Mass (IO-" Ms) 
Depth(PPS) PPSauvsb 

0.08 0.05 
0.2 

0.15 0.09 

1.21 0.80 

1.76 0.60 5.0 

1.84 2.0 

0.12 0.06 0.1 

0.70 0.70 
1.1 

0.57 0.40 

5.0 6.0 

cTotal ring mass obtained from Voyager radio occultation particle size distribution, assuming 
solid water ice (Marouf et al. 1983) - 3 x 10-' M8 . 

Average A and B Ring mass density from cosmic ray albedo neutrons (Cooper et al. 1982) 
- I00-200gcm-'(-5-10 X 10-'M8). 

(cf. chapter by Franklin et al.). For the Mimas 2: 1 resonance, this amplitude is 
40 km; however, the observed radial variation of the B Ring edge is > 140 
km. Borderies et al. (1982) show that the larger observed amplitude may 
result from the local disk self-gravity, which alters the precession rate of 
particle orbits and maintains a lower, and more stable, eccentricity gradient 
further into the resonance, thereby yielding a larger edge eccentricity and 
radial variation. The observed amplitude is consistent with B Ring surface 
density on the order of 100 g cm-•, in agreement with independent constraints 
(Table III). 

If the outer edge of the A Ring is under the control of the Janus 7:6 
resonance, a similar situation would be anticipated at this boundary, with the 
pattern differing by having seven maxima and seven minima. The amplitude 
of the effect would be smaller due to the smaller ''natural'' width of the Janus 
7:6 resonance and the lower mass density of the outer A Ring. Some observa
tional support for this situation is given by Porco (1983). 

Another class of features includes empty gaps with embedded, opaque 
ringlets. Several of these features have been observed at known resonance 
locations in optically thin regions of the rings (Holberg et al. 1982) and are 
probably caused by a resonance-related process; however, no explanation for 
the embedded ringlets currently exists. Several empty gaps with embedded 
ringlets occur at nonresonant locations as well (see Sec. IV.C). 
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A third class of resonantly produced features, which are generally seen in 
regions of moderate-to-large optical depth, are spiral density waves and spiral 
bending waves. There are several dozen examples of these waves in Saturn's 
rings (Fig. 14), so they warrant discussion in some detail. Density waves are 
(horizontal) oscillations in local surface mass density of the rings, and are 
excited at horizontal (Lindblad) resonances with Saturn's satellites, whereas 
bending waves are vertical warps (corrugations) excited at vertical resonances 
(see Fig. 2 in the chapter by Shu). Both types of waves propagate by virtue of 
the self-gravity of the ring disk. The theory of spiral density waves was 
developed by Lin and Shu (1964) to explain the spiral structure observed in 
most disk galaxies. Goldreich and Tremaine (1978b) were the first to suggest 
the presence of density waves in Saturn's rings, speculating that these waves, 
resonantly excited by external satellites, may have been responsible for clear
ing the Cassini Division and other gaps within the rings. Density waves have 
since been observed at many locations within the rings (Cuzzi et al. 1981; 
Lane et al. 1982; Holberg et al. 1982; Holberg 1982; Esposito et al. 1983b). 
Bending waves were first discussed in connection with warps in disk galaxies 
(Hunter and Toomre 1969; Bertin and Mark 1980), and have been identified at 
several locations within Saturn's rings (Shu et al. 1983). The theory underly
ing both types of spiral waves has been exhaustively reviewed in the chapter 
by Shu (see also Shu et al. 1983 and chapter by Borderies et al.), therefore we 
shall not discuss these in detail here. 

Analysis of spiral waves (see, e.g., Cuzzi et al. 1981; Shu et al. 1983) has 
yielded the most accurate measurements of local ring surface mass density, 
which, in turn, have been used to estimate the mass of the entire ring system 
(Holberg et al. 1982; Esposito et al. 1983b ). Measurements of the damping of 
bending waves and density waves also yield values of the viscosity of the 
rings, which can be used to estimate the local thickness (scale height) of the 
rings (Lissauer et al. 1983). We shall now summarize the theory behind 
these measurements following Lissauer (1982) and Goldreich and Tremaine 
(1979a) and summarize the results thus far obtained. Subsequently, we will 
discuss the major unresolved questions of wave phenomena in the rings: 
nonlinearity and the transport of angular momentum and energy. 

The analysis below is for density waves. However, the procedure for 
bending waves is essentially identical to that for density waves except for (a) 
the substitution of µ,(R) (the vertical frequency) for K(R) (the radial fre
quency), and (b) certain changes in sign due to the fact that bending waves 
propagate inward from inner vertical resonance whereas density waves prop
agate outward from inner Lindblad resonance (see Shu et al. [1983] for de
tails). Crudely speaking, the opposite directions of propagation result from the 
opposite effects of self-gravity on horizontal oscillation frequencies (which 
are diminished) and on vertical oscillation frequencies (which are aug
mented). Therefore, each type of wave may only propagate in the direction 
in which the ''beat'' frequency at which the forcing is experienced becomes 
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Fig. 14. Gravitational resonances and their driven density waves in the outer A Ring, as 

discussed in Sec. IV.B. The lower panel shows part of the highest resolution Voyager 2 

image of the A Ring (~3 km/pixel). The middle panel is a profile of reflectivity obtained 

from this image. The Keeler Gap is the dark band at right; the ring region between the Keeler 

Gap and the A Ring edge is anomalously bright, probably due to enhanced forward scatter

ing (see, e.g. Fig. 3). The regularly spaced bright features are also regions of enhanced 

forward scattering, because they are darker than their surroundings at low phase angles. By 

aligning the edge of the ring in this image with the absolute radius determined by the stellar 

occultation experiment (Holberg et al. 1982), it is seen that all but two of the s1gnificant 

features correspond to m:(m-1) resonances with 1980S26 and 1980S27 (shown in Fig. 13). 

The other two features, which have a longer wavelength and are actually resolved in the 

image data (lower panel), are a density wave/bending wave pair, excited at the Mimas 8:5 

resonance (see, e.g., Shu et al. 1983). Measurements of the optical depth of the region at 

even higher (-- 100 m) resolution, from the PPS stellar occultation experiment (upper panel), 

reveal that each feature is actually a short sequence of fairly intense fluctuations in optical 

depth. These are short trains of density waves, one excited at each resonance and propagat

ing outward by virtue of the self-gravity of the disk. More recognizable density wavetrains 

are shown in Fig. IS, and discussed in the text. 

more positive (outward) and more negative (inward), respectively (cf. chapter 

by Borderies et al). 
Consider free, linear, long spiral density waves, of arbitary frequency w 

and azimuthal periodicity 21r/m. Ignoring small "pressure" effects due to the 

velocity dispersion of ring particles, the wavelength and frequency of these 

waves are related by the dispersion relation (Lin and Shu 1964; chapter by 
Shu): 

(w - m!l)' = K2 
- 21rGO"fkl (4) 

where O" (except where otherwise stated in this chapter) is the local surface 

mass density and k is the radial wave number. Equation ( 4) can be rearranged 
to give 

lk I = D/21rGO" (5) 

where the frequency difference 

D = K2 -(w-m!l)' (6) 

is a measure of distance from the exact Lindblad resonance (see Eq. 2). Near 

the resonance, D approaches zero and thus k approaches zero because the 

Doppler-shifted, or locally experienced, forcing frequency, w-m!l, is close 

to the particles' natural frequency K ( see Eq. 1). Waves can be excited most 

easily near inner Lindblad resonance because their long wavelength, >.. = 
21r/lk I, in this region enables them to couple to the forcing potential of the 

satellite, which varies very slowly in space ( chapter by Shu). 
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Equation (5) contains the information necessary for determining surface 
density from observations of a density wavetrain excited by a known surface. 
A Taylor series expansion of D aboutR =RL for driven waves yields: 

D =ZJx (7) 

where 

dD d ZJ=(R-) = ( 2KR-(K-m0)) 
dR RL dR RL 

(8) 

and x = (R-RL)/RL is the fractional distance from inner Lindblad resonance. 
We thus see from Eqs. (5)-(7) that the wavelength between successive crests 
should be inversely proportional to the nondimensional distance from reso
nancex: 

>.. = 4TT2 G<r/Z)x . (9) 

Thus, 

(IO) 

In order to use Eq. (10) for mass density determination, we must evaluateZJ. 
We use expansions of O and K given by Lissauer and Cuzzi (1982), truncated 
after the second term for simplicity, to obtain 

( GMs )i [ 21 (Rs)•] Z)=K R• 3(m-l)+ 4 (m+l)J2 R (11) 

where J2 is Saturn's quadrupole moment. If we use the Keplerian approxima
tion, 0 = (GM sf R3)i = K, for the term outside the parentheses, and also 
ignore the second term in the parentheses for all resonances except apsidal 
(m = 1) ones, the following simple equations result: 

(12a) 

(12b) 

When Eqs. (10) and (12) are combined, and numerical values appropriate to 
Saturn are inserted, the following formulae are derived: 
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u = 0.0185 >..d ( :s r 
u = 0.325 (m - l) Ad ( ~s r 

(m = l) 

(m > l) 

129 

(13a) 

(13b) 

where u is in units of g cm-• and where >.. and d = R -R L are each measured in 
km. 

In actual applications, the location of the resonance relative to the ob
served wavetrain is somewhat uncertain. If small perturbations to a uniform 
surface density are assumed, the measured wavelengths can be fitted to a 
function of the form 

c, 
>..=--

d' -c. 
(14) 

where d ' is the distance from the assured resonance location and where c, and 
c2 are varied to minimize residuals. When a best fit is obtained, one sets d = 
d ' -c •. Then c, = >.. d can be substituted into Eq. (13) to determine u. When 
the background average u varies in the region of wave propagation, a good fit 
cannot be obtained in this manner, and other methods must be used. Holberg 
et al. (1982) assumed that the mass extinction coefficient, K = r/u was con
stant in each wavetrain, even if the (wavelength-averaged) optical depth var
ied through the region of observed propagation. Equation (13b) was replaced 
by 

1 u Ad (Rs)• 
- = - = 0.325 (m-1) - - (m>l). 
K T T R 

(15) 

Equation (15) was then solved by a similar least residuals fit using observed 
>.. (R) and T (R) as input parameters. In general, the ultraviolet spectrometer 
date of Holberg et al. ( 1982) show a far better match to the constant K assump
tion than to the constant u assumption. However, the photopolarimeter spec
trometer data of Esposito et al. (1983b) do not show such a clear preference. 

Several authors have obtained surface densities using the methods men
tioned above at over 20 resonance locations; Esposito et al. (1984) give a 
complete listing of results obtained prior to the writing of this chapter. In 
Table IV we show several characteristic mass density determinations obtained 
from such waves. Regions of higher average optical depth generally have 
higher measured surface mass density; this correlation is especially strong if 
we only include measurements with low-quoted uncertainties, and those in 
which the resonance position derived using Eq. (14) agrees closely with the 
theoretically predicted location (Table IV). The mass extinction coefficient K 
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seems to maintain an approximately constant value of 10-• cm2 g-' for the 
regions in the A and B Rings previously measured. In preparing this review, 
we have analyzed several waves in the outer portions of the A Ring (Fig. 14), 
and find significantly larger mass extinction coefficients than in other areas of 
the rings. This result indicates a larger portion of small particles, which block 
more light per unit mass. An increase in the fraction of small particles in this 
region is also suggested by other measurements; the outwardly increasing 
difference between radio depths at 3.6 and 13 cm wavelengths indicates an 
increasing fraction of centimeter-sized particles (Fig. 10; also Sec. 111.C), and 
the general outwardly increase in brightness of the outer A Ring in forward 
scattering seen in Voyager images (Fig. 3; also Sec. III.A) implies an out
wardly increasing fraction of micron-sized particles in the region. 

Holberg et al. (1982) and Esposito et al. (1983b) have extrapolated the 
surface mass densities from values derived at resonances to estimate the mass 
of the rings as a whole, under the assumption of constant mass extinction 
coefficient K = Tiu. Holberg et al. used the optical depth profile of the 
ultraviolet spectrometer stellar occultation and assumed a mass extinction 
coefficient K = O.Ol cm' g-' to derive a ring mass of 6 ± 2 x 10_. Ms; 
Esposito et al. used the photopolarimeter optical depth profile and K=0.013 
cm2 g-' to yield a ring mass of 5±3 x 10_. Ms. A more detailed breakdown 
of their results, by regions of the rings, is given in Table III. Note that if Tiu 
increases in the outer part of the A Ring, as we suspect from our new mea
surements (Table IV), the A Ring mass is probably slightly less than listed in 
Table III. Other estimates of ring mass and their sources are also shown in 
Table III. 

While the surface mass density of the region in which density waves and 
bending waves are propagating can be determined by wavelength measure
ments alone, viscosity estimates require, in addition, information on the 
amplitude of the waves. If these gravitational waves propagate without damp
ing in a uniform region of the rings, they conserve their angular momentum 
luminosity FJ (azimuthally integrated angular momentum flux). Because their 
wavelength is linearly decreasing, the amplitude of the density variations 
increases linearly with distance from inner Lindblad resonance (Goldreich and 
Tremaine 1978b ): 

(16) 

where llu is the increase (decrease) in surface density at the peaks (troughs) of 
the waves. Then, we define XNL as the scaled distance at which point the 
fractional perturbation is equal to the unperturbed density, and the waves 
become nonlinear: 

(17) 
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In the linear regime, wavetrains display smooth, nearly sinusoidal, variations; 
in the nonlinear regime, the crests are sharply peaked and the gradients ex
tremely steep, although the wavelength is not significantly affected for mod
erate nonlinearity (Fig. 15). This behavior is not unlike that of more familiar 
ocean waves. Beyond XNL, nonlinear effects and related damping processes 
(e.g. shocks) become important, as discussed further below. 

Even for x<<xNL the presence of interparticle collisions causes small 
amplitude density waves to suffer viscous damping by a factor of: 

:r 

exp [ - t kJ(x ')RL dx' ] (18) 

wherek1 =(iv+{) (KZ:i/21rG u')x 2 (Goldreich and Tremaine 1978b; Cuzzi 
et al. 1981; chapter by Shu). In Eq. (18) 11 is the kinematic shear viscosity and 
i is the bulk viscosity. Taking into account both amplitude variation factors 
(Eqs. 16 and 18), we obtain the wave amplitude profile near the position of the 
inner Lindblad resonance: 

Llu x [ ] -- = -x-.-exp -(xlxv)' 
(T NL 

(19) 

where 

(20) 

is the characteristic dimensionless damping length. Equation (20) can be 
inverted to give the viscosity (actually a combination of the shear and bulk 
viscosities ) as a function of xv: 

(21) 

As with Eqs. (13a,b), Eqs. (20)-(21) assume a uniform surface density in the 
region of wave propagation. Variable surface density induces severe compli
cations in any attempt to determine ring viscosity from wave damping. The 
fractional amplitude of undamped waves no longer simply increases linearly 
with distance from resonance, but it also varies as u-2 (see Eq. 17), and 
integration of Eq. (18) becomes more complex. Additionally, the assumption 
of constant viscosity, also required for Eq. (21), is likely to be violated in 
regions where the surface density changes. 

The analysis of the lapetus wavetrain in the region between 120,000 and 
122,000 km from Saturn in the outer Cassini Division (Fig. 15a) by Cuzzi et 
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Fig. 15. Comparison of several characteristic density wavetrains. (a) The Iapetus apsidal 
density wavetrain (Cuzzi et al. 1981), here shown in a brightness profile obtained by the 
Voyager I narrow-angle camera, is quite weak and highly linear in the sense that ATIT 
< < I. The shape of the waves is smooth and nearly sinusoidal (see text for further discus
sion). (b) The Janus 2: I density wavetrain (Lane et al. 1982) becomes nonlinear (ATIT - I) 
fairly close to its causative resonance (Janus 2: I), and its ·'crests'· are quite sharply peaked. 
Nonetheless, it propagates for nearly 100 waves before being damped out. (~) The Mimas 5:3 
density wavetrain (Esposito et al. 1982) is of comparable strength, in the sense of torque, 
and is equally nonlinear. However, it propagates less than half as far before being damped. 
The damping of density and bending waves has been used to determine the local viscosity 
and thereby velocity dispersion, or ring thickness (see Sec. IV.B). 
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al. (1981) suffers from neglect of these effects. More careful analysis of this 
wavetrain using the recently determined actual optical depth profile of the 
region (see, e.g., Fig. 10; also Ring Atlas in the Appendix) and assuming 
mass density to increase proportionately outwards, yields two results. First, 
the wavetrain source is seen to lie at - 200 km into the region, -170 km or 3 
to 4 standard deviations inward (Holberg et al. 1982) of the theoretical loca
tion of the Iapetus apsidal resonance (Lissauer and Cuzzi 1982) believed by 
Cuzzi et al. (1981) to be responsible for the wavetrain. A revised mass density 
is given in Table IV. In addition, the initial analysis assumed that surface mass 
density variations were simply proportional to the observed brightness varia
tions. In reality, a combination of varying particle albedo and varying depen
dence of transmitted brightness on optical depth through the region invali
dated this assumption and caused erroneous estimates of the wave amplitude, 
and consequently damping and viscosity, to be made. A careful radiative 
transfer reanalysis (Cuzzi, unpublished) reveals that uncertainties in the radia
tive transfer model (possibly even as to whether monolayer or many-particle
thick expressions should be used to relate observed intensity to optical depth), 
make it extremely difficult to understand the amplitudes of these waves and to 
determine their damping. Thus, the first (and most linear) density wave may 
be the hardest to interpret. 

Bending waves also suffer viscous damping but as these waves are not 
compressional in nature, only shear viscosity is important (Shu et al. 1983). 
The variation of the maximum slope Smax= 2Trh!A, where h is the vertical 
amplitude of a linear bending wave, has the same form as that of the 
amplitude of a linear density wave: 

tan (SmaJ =~exp l-( ~) ] . 
X.vL XD 

(22) 

However, in the case of bending waves, 

(23) 

(Shu et al. 1983; chapter by Shu). As before, the viscosity is determined by 
inverting the equation for the damping length: 

v = (2TrGa)3 (24) 

As with Eq. (21), Eq. (24) assumes constant surface density and constant 
viscosity over the region in whichxD has been determined. 
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Lissauer et al. (1983) have used this method and a value of xv = 167 km 
measured for the Mimas 5:3 bending waves to deduce a value of v = 260~::~ 
cm2 s-' for the viscosity in the mid-A Ring. Although these waves are the 
strongest and most prominent bending waves in Saturn's rings, their slope 
never exceeds ~ 1/3; thus, nonlinear affects should not be significant. From 
the approximate relationship between viscosity v, particle dispersion velocity 
c, and optical depth r: 

v~----
2fl(l+r2) 

(25) 

(Goldreich and Tremaine 1978a ), a dispersion velocity of c ~ 0.4 cm s-' and a 
half ring thickness z0 ~c/f! ~ 30m is inferred. Lane et al. (1982) used Eq. (21) 
to estimate the viscosity in the inner portion of the B Ring from the damping 
of density waves excited at Janus' 2: l resonance (Fig. 15b). Their result of 
v = 20 cm2 s-• suggests a ring thickness (scale height) of roughly 5 m. How
ever, the B Ring density waves have distinctly nonsinusodial profiles, in agree
ment with the theoretical expectation that they should become nonlinear with
in a distance from their resonant source of less than a single wavelength. The 

angular momentum carried by highly nonlinear waves is not a simple function 
of the squared peak amplitudes as expressed in linear theory by Eqs. (16) and 
(17). The linear theory used to derived Eq. (21) may be further invalidated by 
the fact that the form of the damping changes, because nonlinear effects 
(possibly shocks) become important (Lissauer et al. 1983). Thus, the value 
of viscosity derived by Lane et al. may be best regarded as an upper limit on 
viscosity in this region. However, comparison between these waves and the 
Mimas 5:3 density waves, another nonlinear wavetrain (Fig. 15c) located at 
2.195 Rs in the A Ring, strongly suggests that the inner B Ring indeed does 
have lower viscosity than the A Ring. That is, the Janus 2: 1 wavetrain propa
gates for more than 400 km or nearly 90 wavelengths, while the Mimas 5:3 
wavetrain, with similar wavelength and forcing amplitude (Lissauer and 
Cuzzi 1982) propagates less than half as far and only ~ 10 wavelengths. It is 
of interest that the 5:3 density wavetrain (which is more strongly forced) 
propagates almost exactly the same distance as the 5:3 bending wavetrain, 
arguing for similar, probably viscous, damping of both wavetrains. Esposito 
et al. ( 1983b) have determined viscosity and ring thickness in the outer A 
Ring from about a dozen wavetrains, and find them to increase outward in a 
regular fashion. The larger dispersion velocity inferred in the outer A Ring 
may be maintained by the more numerous strong resonances in the A Ring 
region (Lissauer et al. 1983); an outwardly increasing dynamical activity is 
also indicated by the outwardly increasing number of small particles inferred 
from Voyager images (Fig. 3; Sec. III.A). This trend is also supported by 
mass extinction coefficient measurements, which generally increase outward 
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(Table IV). However, Esposito et al. (1983b) find no regular trend in their A 
Ring mass extinction coefficient. 

Resonantly excited spiral waves and resonantly produced gaps and edges 
are probably the best understood forms of structure observed in Saturn's rings; 
however, certain first-order problems remain. Chief among these are the large 
torques predicted at resonances, which should cause rapid outward orbital 
evolution for Saturn's inner satellites and rapid inward motion for the A Ring 
where most of the strong resonances occur. Calculations based on a linear 
theory of density-wave excitation (cf. Eq. 17) suggest that the ringmoons 

Janus, Epimetheus, 1980S26, 1980S27 and Atlas are evolving so rapidly that, 
at their current rate, they should have been at the outer edge of the A Ring 
between 3 million and 300 million years ago. Because the combined mass of 
these ringmoons is comparable to that of the A Ring, the time scale for half of 
the A Ring to be pushed into the B Ring is also on the order of 300 million 
years (Goldreich and Tremaine 1982; chapter by Borderies et al.; Lissauer et 

al. 1984). 
Density waves excited at the strongest (largest torque) resonances are 

observed to be highly nonlinear, very much as predicted by theory. Several 
nonlinear effects will probably reduce the actual torques significantly at many 
of the strongest resonances. It becomes difficult for a ringmoon to transfer 

more momentum to a wave once the perturbed density becomes comparable to 
the background density in the region of coupling. However, the minimum 
angular momentum deposition which is required in order to cause observed 
waves to become nonlinear (Eq. 17) as rapidly as they do is only a few times 
smaller than predicted by the linear theory. Because distance to nonlinearity is 
proportional to the square root of the torque, it seems that, in most cases, the 
actual torques are no less than a tenth or so of those calculated using linear 
theory (Lissauer and Cuzzi 1982). Thus the time scales for orbital evolution 
remain much less than the age of the solar system (see the chapter by 
Borderies et al.). If some of the ringmoons are or were locked in resonances 
with much more massive outer satellites, then the ringmoons could transfer 
the angular momentum they receive from the rings to the more massive 
bodies, and the ringmoons would undergo little orbital evolution (Lissauer et 
al. 1984). The angular momentum lost by the rings, especially the outer A 

Ring, would have to be supplied by outward viscous torques, and ultimately 

by whatever is maintaining the inner edge of the A Ring against inward 
diffusion. The problem of maintaining the moderately sharp inner A and B 
Ring edges is a difficult one, and is not understood at the present time. We 
return to this problem in Sec. V. 

To summarize, it is known that several dozen examples of spiral gravita

tional waves exist in Saturn's rings. The observed density wavetrains are 
primarily excited at orbital resonances with the major, close-in ringmoons: 
Janus, Epimetheus, 1980S26, and 1980S27, as well as Mimas and Iapetus. 
Due to its inclined orbit, Mimas also drives several bending or ''corrugation'' 
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wavetrains which may be largely responsible for the edge-on appearance of 
the rings as seen from Earth. The properties of these wave trains are well 
enough understood that the wavetrains have become diagnostic tools for 
measuring the local ring surface mass density (20-100 g cm-') and, to some 
extent, vertical scale height or local thickness (5-30 m) at a discrete set of 
locations. The apparent rate of momentum transfer seen in these wavetrains 
leads to a disturbingly short evolutionary time scale for the orbits of ring 
particles and ringmoons alike. 

C. Gap and Eccentric Ringlet Structure 

I. Gaps and their Edges. In spite of the often-heard remark that Saturn 
has thousands of rings or ringlets, the number of truly isolated ringlets, and of 
truly empty (-r< 10-2) gaps, is actually quite small (Table V). Overall, struc
ture consisting of essentially empty gaps with or without narrow, opaque 
ringlets is most characteristic of the C Ring and Cassini Division, optically 
thin regions. The Encke Division and Keeler Gap are also members of this 
class, although the Encke Ringlets have more properties in common with the 
F Ring than with the opaque, well-defined eccentric ringlets. We have in
cluded the F Ring as a narrow, eccentric ringlet in this section. 

Several of the gaps and/or ringlets are close to the locations of specific 
resonances or clusters of resonance (Sec. IV. B.), such as tho Titan 1:0 (apsidal) 
resonance at 1.29 Rs and the Mimas 3:1 and 1980S26 2:1 resonances at 1.495 
Rs resonances in the C Ring (Lane et al. 1983). The narrow ringlet and the 
Huygens Gap just outside the B Ring outer edge may be affected by the 
Mimas 2:1 resonance which causes the edge itself (Porco 1983). The 2:1 
resonance with 1980S27 and the Mimas 3: l vertical (1.47 Rs) and 4: 1 
Lindblad (1.24 Rs) resonances also show features; when studied at even 
higher resolution, these features show intriguing fine structure on the radial 
scale of~ I km, as shown in Fig. 16 (Lane et al. 1983). Due to the high order 
of eccentricity involved (chapter by Shu), the Mimas 4: 1 feature is, in a torque 
sense, the second weakest identified feature in the rings, the weakest being the 
Iapetus apsidal resonance (Sec. IV.B). Several other resonances of compara
ble strength (Lissauer and Cuzzi 1982) should lie in regions of comparably 
low optical depth, such as the 1980S26 9:7 (1.9897 Rs) and the 1980S27 10:8 
(1.9936 Rs)- No careful search has, as yet, been made for features with such 
correspondences. On the other hand, the prominent Maxwell Gap (1.45 Rs) 

and its eccentric ringlet are not associated with any known strong satellite 
resonance, neither are the Cassini Division outer rift (1.99 R8) and its ringlet, 
the Encke Division, nor the Keeler Gap. Several minor gaps within Cassini 's 
Division are also without currently accepted resonance assignments (Lissauer 
et al. 1981; Marouf et al. 1984). 

Several of these gaps are so narrow ( < 10 km wide) that their true nature 
has only recently been established (e.g., Tyler et al. 1983). It may be that a 
similar but more serious lack of resolution has prevented us from seeing any 
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Fig. 16. Fine structure in the 1.495 Rs ringlet just interior to the Mimas (3:1) resonance (from 
Lane et al. 1983). This feature shows a very sharp outer edge, bordering on a narrow gap. 
The outer edge of the feature agrees well with the theoretical resonance location. The weaker 
1980S26 (2: I) resonance at 90145 km may also cause a second sharp edge. There is a good 
deal of fine-scale structure within this feature, as well as within other similar features for 
which no ready explanation exists. A misprint in the radial scale of the previously published 
version has been corrected (A. Graps, personal communication, 1983). 

gaps at the inner edges of the A and B Rings, and at the edges of the C Ring 
plateaus. The boundaries of these features have a common property of steep 
gradients in optical depth with no hint of any empty gap at highest photo
polarimeter resolution. Of course, gaps narrower than the highest resolution 
of the photopolarimeter ( ~ 100 m) could only exist if the local ring thickness 
were also < < 100 m. It may be, of course, that such discontinuities may exist 
without a clear gap (see Sec. IV.D). 
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Aside from their various embedded ringlets, the gaps listed in Table V 
are mostly empty to within the measurement capabilities of the Voyager 
experiments. From the ultraviolet spectrometer and photopolarimeter occulta
tions, an upper limit to average r of 10-" may be established. From imaging 
results at high and low phase and tilt angles, and in regions where the planet's 
shadow, crossing the area, provides a sensitive tool for the detection of faint 
material, similar limits may conservatively be set. Due to the highly grazing 
angle of incidence and large dynamic range of the radio occultation experi
ment, an upper limit may be placed on r of 5 x 10-• in these gaps for particles 
> 1 cm. However, incertain locations within the Maxwell, Encke, and other 
gaps, features of marginal statistical significance (r - several x 10-" or - 3 
sigma) have been detected by the photopolarimeter experiment at the few-km 
radial scale (Lane et al. 1983; Lane et al. 1982). 

The morphology of gap edges varies significantly. Some edges, such as 
the A Ring outer edge and Encke Division edges, are extremely radially sharp 
(Lane et al. 1982; Marouf and Tyler 1982). The implication of these studies is 
that the A Ring is truly < 150 m thick at its outer edge, as discussed in Sec. II. 
The inner and outer edges of the Keeler Gap and Encke Division are similarly 
sharp, as seen from their Fresnel diffraction of the Voyager 1 spacecraft radio 
signal, and do not display significant structure (i.e. other gaps) on a radial 
scale of a Fresnel zone ( - 15 km). However, the photopolarimeter stellar 
occultation, obtained at a different time and ring longitude, shows consider
able structure near the inner edge of the Encke Division, and in fact a narrow, 
opaque, 2-km-wide ringlet separated from the actual (?) edge by a clear gap of 
similar width (Lane et al. 1982). Although extremely sharp edges are also 
seen in these data, this structure is not consistent with the well-defined, 
persistent Fresnel diffraction fringes seen in the radio occultation result 
(Marouf, unpublished). We infer, therefore, that the radial structure of the 
Encke Division edge is time, or azimuthally, variable. Azimuthal variation is 
directly seen in the appearance of both inner and outer edges in Voyager 
images, as discussed further in Sec. IV.C.3.c. 

In contrast, the structure of the Maxwell Gap edges ( - 1.45 R8) is much 
more smoothly varying, on a scale more like 10-20 km (see Fig. 17). A 
similar scale is seen at radio and visible wavelengths, implying that the 
relevant physics is particle-size independent. 

2. Opaque, Sharp-edged Ringlets. These somewhat different types of gap 
also differ noticeably in the nature of their embedded ringlets. Gaps in low 
optical-depth material seem to contain or be bordered by sharp-edged, well
defined, often eccentric, ringlets of substantial optical depth and radial widths 
of - 20 to 60 km (see Table V). These ringlets are similar in many, but not 
all, ways to the rings of Uranus (chapter by Elliot and Nicholson). 

The very edges of these ringlets are indeed quite sharp; in several cases, 
the optical depth goes from zero to several tenths on a scale of ,;;;:: 1 km 
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Fig. 17. The Maxwell Gap (I .45 Rs) and its ringlet, as seen in radio occultation data which 
have had diffraction effects removed (Marouf and Tyler 1984a,b). At the displayed resolu
tion of 0.6 km, the optical depth in the center of the ringlet itself is completely in the noise; 
however, the sharpness of the edges is faithfully reproduced. The ringlet edges are notably 
sharper than the gap edges. The sharpness difference is not a function of particle size, as 
seen by comparing scans at both radio wavelengths of 3.6 and 13 cm. 

(Esposito et al. 1983a; Porco 1983; Lane et al. 1983). It is interesting that the 
Maxwell Ringlet edges are far sharper than the edges of the gap in which it is 
found (Fig. 17). This is true at both optical and radio wavelengths. This same 
behavior is apparently seen in the Cassini Division outer rift ( 1. 99 Rs) gap; the 
ringlet edges there also seem sharper than the edges of the outer rift in which it 
is embedded, at least at radio wavelengths (Tyler et al. 1983). It may be that 
this is telling us something about the viscosity in regions of different optical 
depth. The periapse longitudes w of these opaque ringlets all precess freely at 
rates determined primarily by Saturn's oblateness 

(26) 

where],= (16,299.1±18) x 10-", J, = (-916.7±38) x 10-", andl6 = 81.3 
x 10-" (corrected to Rs = 60,330 km from Null et al. 1981). However, in 
cases where the gaps are associated with satellite resonances, resonant 
perturbations also contribute to ct. 
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The Maxwell Gap (1.45 Rs) ringlet, for instance, precesses at a rate in 
very good agreement with the rate determined by planetary oblateness alone 
(14~68/day) (Esposito et al. 1983a; Porco 1983). This is consistent with our 
current lack of a resonant cause for the gap and ringlet. The Huygens Gap 
( 1. 95 Rs) ringlet is at present poorly understood. Its precession rate is consis
tent with the value expected from planetary oblateness but there is some 
evidence that it is being perturbed by the nearby Mimas 2: 1 resonance and the 
mass in the outer B Ring (Sec. IV.B). The Titan Gap ringlet (1.29 Rs) is a 
somewhat degenerate case; as it is near an apsidal resonance, the free preces
sion rate is equal to Titan's orbital rate by definition. The observed precession 
rate is virtually identical to this value. The observed close alignment of the 
ringlet apoapse with Titan is the expected orientation, if the ringlet is con
trolled by and also lies somewhat outside the Titan (1:0) resonance (Porco 
1983). The ringlet is, in fact, 80 km outside of the predicted apsidal resonance 
(Holberg et al. 1982). 

Because w, varies as a function of radius R (Eq. 26), the fact that inner 
and outer edges are seen to precess at the same rate, as for the Uranian rings, 
must be explained. Goldreich and Tremaine (1979b) suggested for the Ura
nian ring that the ringlet mass itself could contribute a component Wr such that 
Wr (R) + W1 (R) is constant, and the ringlet can precess as a unit. Using this 
criterion for the Maxwell Ringlet, Esposito et al. (1983a) obtain a ringlet 
surface mass density of u ~ 20 g cm-•, similar to that of the Uranian rings. 
Porco (1983) finds a similar value of u for the Titan ringlet. The self-gravity 
hypothesis also leads naturally to another observed trait of the Uranian and 
narrow Saturnian rings, that their eccentricity increases outward. This means 
that the ringlet width is greater at apoapse than at periapse. The ''precessional 
pinch'' of Dermott and Murray ( 1980) also preserves this property. Other 
hypotheses for maintaining the ringlet eccentricity do not predict a preferred 
sign for the effect (Dermott et al. 1979; cf. also chapter by Dermott). There is 
at present no indication that Saturnian eccentric, opaque ringlets are inclined 
in addition to being eccentric, as are the rings of Uranus (French et al. 1982; 
Porco 1983). 

The increase in eccentricity of the Maxwell Ringlet with distance is such 
that, at apoapse, the ringlet comes extremely close to the outer edge of the 
gap. The fits obtained by Esposito et al. (1983a) are consistent with the ringlet 
touching the outer edge of the gap at apoapse, within their ± 20 km error in 
apoapse distance. Porco (1983) finds that the outer edge of the ringlet misses 
the outer gap edge by 21 ± 5 km. 

Comparing the mass density determined for the Maxwell Ringlet (20 g 
cm_.) with its average optical depth (T ~0.9) gives an estimate of the ringlet 
mass extinction coefficient Tiu ~ .045 cm2 g-'. This is significantly larger 
than the mass extinction coefficient inferred from density-wave measurements 
in the A and B Rings, (Tiu ~0.01) and is most simply interpreted in terms of 
a correspondingly larger proportion of smaller particles in the ringlet. Small 
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particles, with a higher surface area/mass ratio, are more effective per unit 
mass at blocking light. Comparison of T (radio) with T (optical) in the ringlet 
supports this conclusion, although particle close-packing and near-field 
effects have not been accounted for (see Sec. 111.C). However, the albedo 
of the ringlet particles is fairly similar to that of the surrounding C Ring 
material (Esposito et al. 1983a). 

The analogy between these narrow, isolated ringlets and the Uranian 
rings is not a complete one, however. The a and E Rings of Uranus show a 
clear increase of optical depth toward their inner and outer edges, although the 
optical depth does not necessarily peak right at the edges. On a similar scale of 
resolution, the Maxwell Ringlet (at least) is far more optically thick toward its 
center than near its edges, although a hint of a double-peaked structure is seen 
in the very core (central 10 km) of the ringlet (Esposito et al. 1983a). The 
narrow ringlet at 1.495 Rs shows a more Uranian double-peaked structure at 
low resolution, but that ringlet is not clearly detached and may be the result of 
several independent, nearly overlapping resonances (Holberg et al. 1982; 
Lane et al. 1983; see Fig. 16). 

3. Kinky Ringlets and Moon/et Gaps. Another type of ringlet is the 
optically thin, azimuthally irregular, kinky variety represented by the F Ring 
and the Encke Division ringlets. We discuss both features together here be
cause of their similarities in morphology and particle properties. In addition, 
there is strong indirect evidence in both cases for an intimate relationship with 
moonlets (ring particles of radius greater than several kilometers) which, 
although few in number, are capable of strongly influencing ring dynamics in 
their vicinity. Below, we briefly outline the theoretically expected influence 
of local moonlets and expected observational aspects. These topics are also 
discussed in the chapters by Dermott and Borderies et al. and by Goldreich 
and Tremaine (1979c,1980,1981,1982), Lissauer et al. (1981), and Henon 
(1981). In Secs. IV.C.3.b and IV.C.3.c (immediately following this section), 
we discuss the F Ring and the Encke Division, respectively, in detail. 

(a) Observable Effects of Shepherding by Local Moonlets. The concept 
of gravitational shepherding was originally proposed in the ring context by 
Goldreich and Tremaine (1979c) in order to explain the confinement of the 
rings of Uranus. Useful basic work along these lines had previously been done 
in different contexts by Julian and Toornre (1966) and Lin and Papaloizou 
(1979). Below we illustrate how the concept of gravitational torque, or 
shepherding, may be derived from the local response of a ring edge to the 
close passage of a perturbing moonlet. Along the way, we will also note how 
several characteristics of the process seem to be observed in both the F Ring 
and the Encke Division. 

Lin and Papaloizou simplify the interaction between a moonlet and a 
nearby, differentially-rotating stream of particles into an impulse which acts 
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only at closest approach, once every synodic period. The duration of the 
encounter is, indeed, much shorter than the synodic period, and is comparable 
to the orbital period. More detailed treatments must account for acceleration 
due to the rotating frame as well (see, e.g., Goldreich and Tremaine 1982; 
Lin and Papaloizou 1979). In the impulse approximation, the net effect of the 
encounter is to deflect the particle orbit by adding a small velocity V.1. in the 
radial direction, where V.i. is the product of the radial acceleration by the 
moonlet and the effective duration of the encounter. Consider a moonlet of 
mass M and a stream of ring particles in initially circular orbits of mean 
semimajor axis a, but separated by distances <<a. Then the relative velocity 
is V,ei -(3/2) Os where fl is the local orbital frequency and the effective 
encounter time is t enc - 2s IV rel - 4/ (30), which is indeed small compared to 
the synodic period P syn -41Ta/30s. In the "impulse" approximation, the 
particle acquires Vi. - (GM /s 2)tene - 4 GM /(30s 2) during the encounter, which 
gives the perturbed particle an eccentricity e-V j(Oa) - 4GM /(3as 2!12

). A 
more detailed calculation by Julian and Toornre (1966) yields a different 
numerical coefficient (see Goldreich and Tremaine 1982). Including the nu
merical factors, we may rewrite the expression for the perturbed eccentricity 
as 

(27) 

where Ms is Saturn's mass. Once the moonlet moves past, there is no further 
perturbation for a time P syn during which the particles maintain their new, 
eccentric, Keplerian orbit. One orbital period later, the ring particles have 
executed a complete epicycle and are again at the same orbital phase: near 
apocenter (for particles exterior to the moonlet) or near pericenter (for parti
cles interior to the moonlet). Because of the relative motion of the moonlet, 
successive cycles of exterior (interior) particles lag behind (move ahead) of 
the moonlet by a distance A -V,e1 27T/O - 31Ts during each orbital period, 
yielding a train of waves of radial amplitude ae and wavelength 31TS (see Fig. 
18; Julian and Toomre 1966, their Fig. 12). The characteristic wavelength of 
the F Ring kinks was first attributed in this way to the effect of shepherding 
satellites by Dermott (1981). However, good agreement was only attained 
(Showalter and Burns 1982) after an initial error in the wavelength was cor
rected (Smith et al. 1982). The actual wavelength is -10• km, which is in 
good agreement with the typical separation of the F Ring and its shepherds 
(l980S26 and l980S27) of s - 10' km. However, this existence of a charac
teristic wavelength should not obscure the fact that the kinks and braids differ 
somewhat in appearance and spacing from one to another. 

The exact form of the perturbed streamlines depends on the relative 
eccentricity of the ring and perturbing moonlet. In the circular case, the full 
treatment (see, e.g., Goldreich and Tremaine 1980, 1982) yields the stream
line equations (in the coordinate system fixed to the moonlet): 
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Fig. I 8. A numerical simulation of epicyclic radial perturbations, of wavelength 31rs. induced 
in ring particle streamlines by shepherding satellites (shown by +) at distances from a ring 
(adapted from Showalter and Burns 1982; the radial scale is magnified for visibility). The 
features trail interior satellites and lead exterior satellites, due to differential Keplerian 
motion; but in each case they are fixed in the frame rotating with the satellite. Three 
characteristic forms are shown: (top): nearly sinusoidal epicycles are induced when both 
particle and satellite orbits are circular; (bottom left): kinky features are observed when 
either ring particles or satellite, or both, are on eccentric orbits; (bottom right): kinky 
features evolve into clumpy features of the same wavelength. (See Fig. 19; cf. also Fig. 41 
of Smith et al. 1982). 

x = s + ea cos(2y/3s + if,), (28) 

where xis the outward radial coordinate, y the tangential one, e is from Eq. 
(27), and iJ, is a phase shift. In the noncircular case, the strength of the 
perturbation depends on where in its orbit the moonlet encounters the ring 
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material. This is because both s and the relative velocity (and thus effective 
encounter time) will vary as the moonlet moves from apocenter to pericenter. 
Showalter and Burns (1982) have shown numerically that highly nonsinusoi
dal streamlines may result in cases with eccentric perturbers, because angular 
motion is affected in addition to radial motion (see Fig. 18). Notice also in 
Fig. 18 that perturbations by eccentric moonlets may lead in places to an 
azimuthally clumpy, but not notably radially kinked, ringlet. The clumps, 
however, also maintain their characteristic wavelength 31rs. 

Because A is a function of separations, the streamlines of different orbits 
in the perturbed ring will eventually intersect, and collisional damping will 
ensue if the local optical depth is nonnegligible. A rough upper limit on the 
number of waves permitted before streamline crossing comes from the criter
ion that the streamlines over a region of radial width - ae may shift by no 
more than - A/2; this shift occurs after N waves where N - (A/2)/ (ae d>../ ds) -
A./61rae. A rough lower limit may easily be obtained by determining the first 
intersection point from the streamline equations by setting dx(y,s)/ds = 0, 
giving N - A./61r2ae. These two limits provide useful bounds on the azimuthal 
wave damping length. 

The damping of these perturbations, and recircularization of the particle 
orbits, is one way of allowing the process of gravitational shepherding or 
ringlet confinement to occur (cf. Greenberg 1983; see also chapter by Der
mott). That is, secular transfer of angular momentum, or torque, between the 
moonlet and ring will occur if e is significantly reduced between successive 
moonlet encounters. We demonstrate this using an argument by Goldreich 
(personal communication, 1979). During any planar three-body encounter 
with perturber Mon a circular orbit, Jacobi's constant EJ = E-f!MJ is con
served, where E and J are the ring particle orbital energy and angular momen
tum per unit mass and f!M is the moonlet 's angular velocity. Noting that J 2 = 
GM8 a(l-e 2

) and E = - ½ [(GM8 )/JJ2 (I -e 2), we see that 

(GMs)2 !11 (GM8 )2 
f!M /j.j = /j,_£ = ]" + 2J' /j.(e') 

which may be written as 

/j.j (fl-f!M) =-(f!a)' !1(e 2 ). (29) 

If the particle eccentricity prior to encounter is much less than the perturbed 
eccentricity e, !1(e 2 ) -e 2 and it may be seen that angular momentum always 
flows outward. That is, relative to the moonlet, interior particles lose momen
tum and move inward, while exterior ones gain it and move outward. The 
moonlet, being so much heavier, moves relatively little. There are other ways 
for the shepherding process to occur; in general, the perturbed particles must 
only "lose their memory'' of the prior moonlet encounter before undergoing 
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the next one. For instance, a large number of purely etastic collisions would 
also suffice. If all of the prior "memory" is lost (specifically, if e is fully 
damped to zero), the shepherding process is fully efficient and DJ will be 
transferred over a time il.t - P syn• The averaged angular momentum transfer 
rate or torque per unit mass exerted on the ring edge is determined by sub
stituting fore and il.t: DJ I il.t = T = ± (!12a• /s 4

) (M /Ms)', essentially the result 
reached by Goldreich and Tremaine (1979c) and Lin and Papaloizou (1979) 
(see also Goldreich and Tremaine 1982; chapter by Borderies et al.). 

Thus, we see that the collisional damping of particle streamline perturba
tions is of prime importance in the shepherding process. The original 
shepherding theory visualized pairs of moonlets concentrating a ringlet be
tween themselves by this process (Goldreich and Tremaine 1979c); moonlets 
embedded within a ring disk will clear gaps around themselves by the same 
physics (Lissauer et al. 1981; Herron 1981, 1983). Dermott et al. (1979), in an 
alternative hypothesis, have also claimed that a single moonlet may gather 
material around itself. Below we discuss the observations and show that 
certain of these varieties of behavior are probably active in various gap and 
ringlet features in the rings. 

(b) F Ring: The Classic Prototype. The discovery of the F Ring by 
Pioneer 11 (Gehrels et al. 1980), and of its complex structure and the two 
ringmoons that straddle it (1980S26 and 1980S27) by Voyager, have gener
ated considerable scientific and popular interest (see Fig. 19). Several well
separated strands were seen in Voyager 1 images, each of radial width - 20 to 
30 km, and spanning a range of -120 km. In some photographs, covering 
- 50-60° longitude, two of the strands appear to intersect and to be radially or 
vertically kinked. Synnott et al. (1983) note that the longitude of greatest 
kinkiness is close to the longitude where 1980S26 and 1980S27 last underwent 
conjunction with each other. Where the kinks are observed, the azimuthal 
scale length of - 10• km (Smith et al. 1982) is in fairly good agreement with 
that predicted from Eq. (28) for 1980S26 (- 7800 km) and 1980S27 (- 14300 
km), respectively. Also, the observed radial perturbations (10-30 km) are 
comparable to the predictions of Eqs. (27), and (29), and numerical experi
ments (Showalter and Burns 1982). At other longitudes, with less total cover
age, the three strands appear straight and parallel, with about the same radial 
span. Simultaneously, at still another longitude, the Voyager 1 radio occulta
tion experiment observed only a single strand (Tyler et al. 1983). During 
Voyager 2 encounter, only one image out of a total of several dozen covering 
15% of the F Ring in longitude shows any structure other than a single 
dominant strand (Smith et al. 1982; Terrile 1982). Also, the Voyager 2 stellar 
occultation experiment demonstrated that the F Ring consisted (at the lon
gitude of occultation) of a 60-km-wide, optically-thin, "halo" and a single, 
optically-thick, few-km-wide ''core'' which has internal structure at the sub
kilometer scale (Lane et al. 1982). An even broader (- 500-km-wide) halo of 
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presumably lower optical depth is also seen in images taken by the more 
sensitive Voyager 2 cameras (Smith et al. 1982), but would not have been 
visible in the less sensitive Voyager 1 narrow-angle images, even if it were 
present (Fig. 19). 

The optical depth of the F Ring core (corrected for the coherency factor of 
2 as discussed in the chapter appendix) is much smaller at 3.6 cm A than at 
visible wavelengths, suggesting that a substantial fraction of the visible
wavelength optical depth is in the form of sub-centimeter-sized particles 
(Tyler et al. 1983). However, no broad halo of low optical depth material is 
observed at 3.6 cm A by the radio experiment, suggesting that the entire 
extended, diffuse F Ring feature of one-to-several-hundred-km width ob
served by the photopolarimeter and imaging experiments (Lane et al. 1982; 
Smith et al. 1981, 1982), if uniform in longitude, is comprised of sub
centimeter particles. Although significant numbers of cm-sized particles in the 
core of the F Ring are required by the 3.6 cm radio depth, the F Ring was not 
even detected in the 13-cm radio occultation data, giving an upper limit of r 
(13 cm) <0.01. Thus, very few particles > 4 cm radius exist even in the core 
of the F Ring, at least at the longitude observed by the radio occultation 
experiment. 

Issues that continue to pose difficulties in a full understanding of the F 
Ring are: 

1. Details of the ring structure such as its multi-stranded nature, the signifi
cance of the large abundance of micron-sized ring particles (Sec. III.A), 
and the relative lack of particles larger than a few centimeters radius; 

2. The difference between the location and shape of the observed kinks and 
numerical predictions (Showalter and Bums 1982); 

3. The lack of significant relationship between longitudes of the kinky fea
tures and the simultaneous positions of 1980S26 and 1980S27 (Showalter 
1982; Synnott et al. 1983); 

4. The nonequilibrium location of the ring (it is closer to the more massive 
moonlet, implying imbalance of torques). 

Some of these phenomena could be explained if the visible F Ring were 
actually only part of a little "asteroid belt" of much larger objects (0.1-10 
km) extending across a substantial part of the entire region between 1980S26 
and 1980S27. Some support for this speculation comes from interpretation 
of Pioneer 11 observations of magnetospheric particle fluxes, as discussed 
below. 

Van Allen et al. (1980b) distinguish several distinct effects of embedded 
objects upon the phase-space density of magnetospheric charged particles (see 
also Sec. IV.E). Certain forms of time-stationary radial density distributions 
(macrosignatures) result from the long-term effect of circular rings (which are 
azimuthally uniform) and satellites (averaged over all longitudes). Very dif-
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ferent radial scales are exhibited by longitudinally localized absorption fea
tures (microsignatures), which are attached to their responsible moon. The 
microsignatures may trail or lead the moon, depending upon the charge and 
energy of the magnetospheric species being sampled (Van Allen et al. 1980b ). 
Specific particle absorption features seen in the Pioneer 11 data are shown in 
Fig. 20. Prior to Voyager, it had been noted that the inner and outer features, 
separated by - 1200 km, were fairly symmetric about the planet, and could be 
the usual macrosignature of two narrow rings of material, possibly variable in 
longitude, while the central feature was clumpy and might be due to a single 
object (see, e.g., Simpson et al. 1980; Ip 1980c; Dermott et al. 1980). The 
central feature (/3) is obviously azimuthally variable, and this has led to the 
conclusion that the (visible) F Ring, which is usually assumed responsible for 
the central feature, is azimuthally clumpy. In fact, Terrile (1982) has noted 
several point-like objects ( <5 km diameter) which lie within the visible F 
Ring. No optical counterpart of the inner and outer features (o: and y) was 
detected by Voyager, which led many to believe that these features were the 
macrosignatures of l 980S26 and 1980S27. However, after a careful analysis 
of the data from his instrument (equivalent to that shown in Fig. 20) on the 
shapes of the charged particle absorption features o:, /3, and y, Van Allen 
(1982) has concluded that all of the observed signatures are microsignatures 
and that none of them are due to l980S26 or 1980S27. The immediate impli
cation would be that Pioneer sampled a different set of moonlets or longitudi
nal clumps on each pass, and that they are distributed in a band of width 
- 1200 km which has fairly abrupt edges. Isolated mountain-sized objects 
smaller than - lO km; would be too small to have been detected in Voyager 
images (Synnott, personal communication, 1983). Further study is necessary 
to determine whether the width, depth, and number of the observed microsig
natures are consistent with the imaging observations. Overall however, the 
characteristic wavelength and appearance of the F Ring kinks is consistent 
with shepherding effects due to 1980S26, 1980S27, or other local moonlets 
with similar semimajor axes. The clumpy, nonaxisymmetric behavior of the F 
Ring is quite different from that of the G Ring, which appears smooth and 
axisymmetric in similar data (Simpson et al. 1980; Van Allen 1983). 

(c) Encke's Division: Moonlets within the Rings? From the example of 
the F Ring, even though as yet incompletely understood, we obtain a sense of 
confidence as to the interaction between ring particles and moonlets. We do 
not completely understand the origin of the particles that delineate the F Ring 
in all of its complex detail, but the general appearance of the kinks (and even 
strands) is related to close encounters as predicted by conventional theory 
(Julian and Toornre 1966; Dermott 1981; Showalter and Bums 1982). The 
related byproduct of these perturbations, in the presence of damping, appears 
to be an effective repulsion by moonlets of particulate material, much as 
suggested by Goldreich and Tremaine (1979c) and Lin and Papaloizou (1974). 
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Fig. 20. Absorption of magnetospheric species by material in the vicinity of the F Ring. as 
observed in several energy ranges by Pioneer II (radially corrected data from Simpson et al. 
[1980]; see also Van Allen [1982], in which (a) is "SS and Ring F" and (b) is "S6 and Ring 
F"). The radial variable L is equivalent to distance measured in Saturn radii. Several of the 
dips are extremely narrow ( - 130 km), and none of the features may be azimuthally symmet
ric. The radial range of the features (- 1400 km) is significantly greater than that of the 
visible F Ring (-730 km). Simpson et al. (1980) have differentially shifted their observa
tions to line them up radially; compare their figures 21 and 22. 

However, the fact that large objects may be seen within the F Ring strands 
(Terrile 1982) may allow such optically thin strands to contain or even be 
maintained by individual massive objects (cf. Dermott et al. 1979). 

In studying Encke 's Division, we see other, complimetary pieces of the 
shepherding jigsaw puzzle. Several kinky ringlets are seen with properties 
essentially identical, qualitatively, to those of the F Ring strands (Fig. 19). 
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There are at least two, lying in the center and inner third of the division 
(Smith et al. 1981, 1982). The ringlets have kinks and clumps very similar to 
the predictions of gravitational perturbation theory for nearby moonlets on 
eccentric orbits (see Fig. 18). As in the case of the F Ring, the photopolarime
ter occultation reveals a wealth of fine ringlet detail not seen by the cameras or 
radio occultation (Lane et al. 1982). The known kinky ringlets contain, as 
with the F Ring particles, a substantial quantity of forward-scattering dust 
which is short-lived and suggests locally vigorous dynamics. These ringlets 
are also azimuthally discontinuous (Smith et al. 1982). The edges of the 
division are quite abrupt (Marouf and Tyler 1982), and require some forces to 
counteract the inexorable tendency of a ring to diffuse by viscous momentum 
tranfer. No gravitational resonance of significant strength lies in its vicinity, 
although identifiable effects of known resonances are abundant elsewhere in 
the region. 

In the Voyager 1 and 2 images of Encke 's Division, an azimuthal wave 
pattern is sometimes discernible on either or both inner and outer edges (see 
Fig. 21). Careful Fourier spatial frequency analysis of many images reveals 
that edge waves are present on one or both edges in nearly all Encke Division 
images with resolution better than 20 km/line pair (Cuzzi and Scargle 1984). 
The wavelength '11. of the features may be interpreted in terms of the distances 
= 'll./(31r) of a hypothetical perturber from the edge; in all cases, sis 1/3-1/2 
of the width of the division. In several cases, edge waves on inner (i) and 
outer (o) edges are seen in pairs at different longitudes separated by 10 to 30 
degrees and respectively leading and trailing their average longitude. If these 
pairs are indeed caused by the same object, the sum of their associated 
distances s 1 + s 0 = 'll.i/(31r) + 'll.0 /(31r) should equal the width of the Encke 
Division; in each case it does so to within measurement error. 

The largest amplitude seen for any edge wave is ae - 2 km (Cuzzi and 
Scargle 1984). Using the value of s implied by the wavelength '11. = 1800 km, 
the mass required of a perturbing moonlet on circular orbit is M - 10-•• M8 ; 

for a density of 1-3 g cm-3 , such a moonlet would have a radius of r -5-10 
km. If in eccentric orbit, the moonlet could be smaller (Showalter and 
Burns 1982). 

The longitudinal sampling at required resolution is quite sparse ( - 10%), 
but given expected wave damping lengths (see Sec. IV.C.3.a) it seems neces
sary to have at least 3 or 4 independent moonlets to explain all of the observed 
wave patterns. The presence of several moonlets is, certainly, in good agree
ment with the presence of several kinky ringlets. The combined mass of 
several 10-km moonlets is sufficient to clear and maintain the 325-km-wide 
Encke Division by gravitational shepherding (see, e.g., Henon 1983; Lissauer 
et al. 1981). Perhaps the Encke ringlets and the F Ring strands are both 
transient features, resulting from only the most recent collision between un
seen objects. 

The photopolarimeter occultation also reveals an apparently detached, 
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Fig . 21. Voyager 2 image of the Encke Division , reprojected and horizontally magnified. 
Running along the right-hand edge are seen roughly sinusoidal "edge waves," or radial 
oscillations, which are not noticeable on the left edge: These edge waves may be the visible 
trace of particle streamlines which have been perturbed by the recent passage of a moonlet 
embedded within the Encke Division , as indicated schematically in Fig. 18. Such waves 
have been observed on both inner and outer edges of the Encke Division, at different 
longitudes. One of several kinky ringlets may be seen in the center of the division . (Figure 
from Cuzzi and Scargle 1984.) 

opaque ringlet of width and separation from the inner edge of several km 
(Lane et al. 1982). However, the existence of such a structure is not consistent 
with the clean, knife-edge diffraction pattern seen in the Voyager l radio 
occultation at a different ring longitude (Marouf and Tyler 1982; Marouf, 
unpublished). Therefore, this feature is also azimuthally asymmetric. Future 
studies of edge phenomena of the Encke Division must reconcile these 
phenomena with the edge waves and kinky ringlets. It is already clear that the 
smoothly tapered radial profile calculated for shepherded edges in viscous 
balance by Lissauer et al. (1981) is not applicable to the observations, which 
show extremely sharp edges much like the resonantly caused A and B Ring 
outer edges. The reconciliation is probably in terms of reversals of the angular 
momentum flux caused by interactions between particles on distorted, non-
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Keplerian, streamlines (Borderies et al. 1982, 1983; also, their chapter). On
going analysis of the relationships between the positions of kinky ringlets and 
edge phenomena will be most instructive. 

As of this writing, there has been no direct detection of isolated moonlets 
anywhere within Saturn's main rings. Voyager sequencing conflicts pre
vented an adequate search from being made in any but the (then believed) 
most promising clear gaps which were in the Cassini Division. Careful 
searches of this division have failed to show the presence of moonlets as large 
as - 6 km diameter in either of the two large Cassini Division rifts at l . 95 Rs 
(Huygens) and 1.99 Rs (Table V; Smith et al. 1982) while a moonlet-clearing 
hypothesis had estimated the required sizes to be 15 to 30 km diameter 
(Lissauer et al. 1981). During this search, fortuitous coverage of the Maxwell 
Gap was also obtained, which remains to be analyzed. However, the Encke 
Division was not covered sufficiently to provide good detection statistics. 
That is to say, it is not likely that we will see any of these moonlets directly 
until the next Saturn mission. Ongoing work is exploring the edges of other 
gaps for edge waves in order to provide another means of establishing the 
existence of moonlets in other clear gaps in the rings. 

The combination of the edge waves and kinky ringlets in a remarkably 
wide gap with no known resonant cause makes a circumstantial, but compel
ling, case for the existence of several unseen moonlets embedded within the 
Encke Division. If this is indeed the case, the excitation and damping of the 
edge waves provides an illuminating insight into different phases of the 
shepherding process discussed in Sec. IV.C.3.a: (a) excitation of eccentricity 
(see, e.g., Goldreich and Tremaine 1982); (b) damping which allows secular 
transfer of angular momentum to circular orbits of different energy (see, e.g., 
Greenberg 1983); and (c) interaction between particles with systematically 
non-Keplerian velocity gradients, which may help maintain the extremely 
sharp edges. Increasingly accurate occultation data may eventually allow 
the inference of edge waves in the rings of Uranus (see, e.g., Freedman 
et al. 1983). 

From the standpoint of cosmogony, the existence of IO-km-sized objects 
within the rings may be of crucial importance in constraining hypotheses for 
the origin of the rings, discussed further in Sec. V. 

To summarize, the clear gaps in Saturn's rings almost always are as
sociated with embedded or adjacent narrow ringlets. Some of these gaps are 
associated with satellite resonances. Properties of the F Ring and of the Encke 
Division strongly suggest the presence of the local moonlets of~ 10 km radius 
as shepherding agents. The evidence includes the presence of optically thin, 
kinky ringlets, magnetospheric particle absorption in the F Ring, and wavy 
edges of the Encke Division. In still other gaps, no evidence of an association 
with either resonances or moonlets has yet been found. The unexplained 
gap-ringlet cases include the most Uranian-type examples seen in the ring 
system, such as the Maxwell Gap and its eccentric ringlet at 1.45 Rs. 
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D. Irregular Structure 
The irregular structure, which represents by far the bulk of the ring 

structure by any measure (area covered, number of features, etc.), is also the 
least well characterized. Although it is perhaps natural to attack the easy 
problems first, other hindrances have been the low quality and quantity of 
observations of the regions involved. The irregular structure is seen primarily 
in the B and inner A Rings. These regions, with a few exceptions, have 
optical depths greater than unity, and are essentially opaque over much of 
their area to the Voyager stellar and radio occultation experiments. Also, for 
this reason Voyager imaging observations at high resolution ( ~ 5 km/pixel) 
exist mostly (although not only) on the lit face for the B Ring. In the outer B 
Ring, the system of irregular features appears to be azimuthally variable on 
radial scales of< 100 km, which seriously complicates the problem in light of 
the sparse data. Finally, the existing images are obtained at a variety of 
illumination and viewing angles, over which range many recognizable ring 
features (e.g. density and bending waves) exhibit contrast reversals. In this 
section we will present and discuss certain observed properties of the irregular 
structure. We will then briefly sketch existing hypotheses for the structure. It 
is likely that progress in observational and theoretical understanding will be 
steady in this area as increasingly refined techniques of analysis are applied to 
the data. 

The irregular structure is so called because it appears to show no regular 
(or slowly varying) spacing or occurrence rate for features of similar appear
ance as is, e.g., strikingly obvious in the resonance sequence seen in nearly all 
images of the outer A Ring, or within individual density or bending wave
trains. Admittedly, a few limited regions do seem to show some degree of 
short-term order (several adjacent similar features with roughly equal or 
slowly varying spacing). The significance of this occasionally regular appear
ance remains to be seen, even for these few features. 

It is not completely obvious what property determines the visibility of the 
irregular features. Many features are seen as fluctuations in ring optical depth 
(see, e.g., Fig 22). These fluctuations, in the B Ring at least, occur on 
different spatial scales at different locations. In the outer B Ring, the ul
traviolet spectrometer occultation recorded substantial fractional optical depth 
fluctuations (l:,,.r/T ~ 1/2) on radial scales nearly as small as their instrumental 
resolution of 3.3 km (Fig. 22a). However, in the inner B Ring, occultation 
and imaging observations (with a resolution of 5 km/pixel) resolve nearly all 
the structure which locally does not show /:,,.7/r~ 1/2 on radial scales < 50-60 
km (Fig. 22b). 

The optical depth fluctuations in the inner B Ring are of sufficiently 
broad radial scale (50-60 km half width) that they may be resolvable, al
though marginally detectable, in the 3.6 cm wavelength occultation data. In 
this way, the fluctuation amplitude 6.rfr may be compared at radio and visible 
wavelengths, thereby addressing the question of differential diffusion ability 
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Fig. 22. Irregular radial fluctuations in the optical depth of the B Ring near its inner (a) and 
outer (b) edges, as seen in the Voyager ultraviolet spectrometer stellar occultation and radio 
occultation data. There is a noticeable regional variation in the radial scale of the fluctua
tions. In the outer B Ring (b) fluctuations occur on all scales down to the ultraviolet 
spectrometer resolution limit (of -3 km). However, fluctuations with significant amplitude 
are not seen on radial scales less than - 50 km in the inner B Ring (a). 

for particles of sub-centimeter and super-centimeter sizes. As yet, the resolu
tion and sensitivity of the radio data is insufficient for the needs of this 
comparison. Further data filtering and manipulation may improve the situa
tion. Otherwise, we are forced to await another spacecraft mission at a time 
when the ring tilt angle is at least 15°. 

Imaging observations cover the lit face of the B Ring at a resolution of 5 
km/pixel. This is probably the resolution limit for the detection of radially 
narrow features; however, the amplitude of the brightness fluctuations of such 
narrow features will be reduced by the instrumental function of the camera. 
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Throughout the B Ring, brightness fluctuations as large as 20% are seen, on a 
variety of length scales not as yet quantified, but certainly from several tens to 
several hundred km in width (see Figs. 23 and 4a,b). These features do not 
appear to be as sharply bounded as the C Ring fluctuations, possibly due to 
their larger optical depth. 

It must be recalled that the brightness of these features is a function of the 
geometry of observation as well as the albedo and phase function of the 
average local scatterer. It is also, of course, a function of the optical depth of 
the layer of particles (see chapter appendix). However, at the time of the 
Voyager 1 and 2 encounters, the solar elevation angle B' was only ~ 4° and 
8°, respectively. Thus, sunlight propagates only to a normal optical depth T of 
a few tenths ( T eff ~ I ~ Tl sin B ' ) . Material at greater depths, therefore, has no 
influence on the scattering properties of the layer. This is shown quantitatively 
in Fig. 4: the reflectivity !IF of layers of normal optical depth >0.6 is 
essentially independent of optical depth. 

All of the central half of the B Ring has T > 0. 6. Therefore, variations in 
1/F can only be caused by variations in particle albedo or phase function. For 
instance, Fig. 4 shows the variation in !IF (for the geometry of the observa
tions), which results from changing either the particle albedo or phase func
tion in slight ways consistent with the overall ring scattering behavior (cf. Fig. 
2). The addition of an isotropic, g =0 (see chapter appendix) or forward
scattering, g =0.9 dust haze with a fractional optical depth of a few tens of 
percent could produce the brightness variations at the particular geometry 
shown, as could variations of~ 50% in particle albedo. 

These alternatives may be distinguished by comparison of the ring reflec
tivity at different phase angles. As shown in Fig. 4, the phase function 
variations needed to produce the 1/F variations observed at a given phase 
angle produce even larger variations over a range of phase angles; further
more, these variations are also essentially independent of optical depth. The 
differential phase variation of part of the B Ring has been determined by using 
two Voyager 2 images obtained at phase angles of 45° and 70°, respectively. 
The images were digitally reprojected into a rectangular grid with one axis in 
the radial direction. They could then be radially scaled to account for resolu
tion differences, superposed, and ratioed. The original brightness map at 70°, 
and the ratioed result, are shown in Fig. 23a and b, respectively. A spoke 
crosses the upper left of the ratio frame, reminding us that areas of relatively 
enhanced forward-scattering are brighter in the ratio plot. 

In spite of the large and continuous range of I IF values seen in the scan of 
Fig. 3 for the region shown, the ratio plot in Fig. 23b is essentially bimodal, 
showing only dark grey and light grey regions, as seen in the scan across the 
frame. Furthermore, several areas of significantly different total brightness 
have an identical phase ratio. That is to say, in the context of the above 
discussion, the brightness variation between these several areas and their 
surroundings must be due primarily or only to variations in albedo, not phase 
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a b 

Fig. 23. Evidence for small-scale variations of particle albedo within the B Ring . Left panel 
(a) shows Voyager 2 image of the B Ring at - 90° phase angle, reprojected to a rectangular 
grid. Another image at lower phase angle (- 30°), with comparable resolution , was similarly 
reprojected and divided into (a); the ratio image is shown in (b) . Right panel (b): in the ratio 
" image" brighter areas are more forward scattering, as seen in the spoke which lies in the 

left center of (b ). Several areas of different absolute brightness in (a) show no difference in 
their phase ratio (b), implying similar phase functions . As may be seen in the superposed scan , 
the ratio image seems to be bimodal, having one (dark-grey) component which is more 
strongly backscattering than the other (light-grey) component. This is in contrast to the 
fluctuating total brightness of the B Ring (e .g., Fig. 3) . These facts lead one to suspect 
that at least some of the brightness fluctuations are due only to particle albedo variations 
(Sec. IV. D). 

function or optical depth, of the particles . The range in I IF for these albedo
related features, of length scale from 50 to 300 km, indicates an albedo 
variation of 0.4 to 0.6 for a "typical" particle phase function of Callisto (or 
Lambert-surfaced spheres). 

The fact that the ratio image shows essentially two levels of grey indi
cates that there are essentially two families of phase function . Although all 
areas are darker in forward scatter in the absolute sense (Fig. 2), the light-grey 
regions in the ratio plot are less so than the dark-grey regions. This could 
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result if the light-grey areas contained, in addition to a primarily backscatter
ing macroscopic particle component, some fraction of less backscattering 
dust. Such a situation is consistent with another generally qualitative observa
tion, that the B Ring contrast increases in forward scattering (Fig. 3). Because 
the most abundant particles are strong backscatterers but fairly bright, a little 
bit more multiple scattering has a large fractional contribution to the bright
ness at high phase angles. 

To summarize the above results, some of the irregular features seen in 
Voyager imaging observations of the lit face vary in brightness due primarily 
to variations in particle albedo. Some show definite regional variations in 
phase function. Some features seem to indicate both forms of variation. There 
is not, as yet, enough data to constrain the fractional dust optical depth in 
greater detail than the above order of magnitude (~ 10% by optical depth). 
One current frustration is that with the exception of the inner B Ring, it has 
not as yet been determined whether there is any correlation between the 
features seen in reflected light, which are thought to be primarily defined by 
variations in particle properties, and the optical depth fluctuations seen in the 
occultation experiments. 

Another property of the irregular structure, at least in the outer B Ring, is 
that, on length scales < 50 km, much of it seems to be azimuthally asymmet
ric. Most of the 50-km- or larger-scale features are azimuthally symmetric, as 
testified by the fairly good registration and systematic ratio behavior seen in 
Fig. 23. However, most of the very fine-scale features seen in higher resolu
tion observations (e.g. Fig. 24), are seemingly unrecognizable from one ring 
longitude to another. Some nonalignment is to be expected due to the eccen
tricity of the B Ring edge (Sec. IV.B) but should be systematic, and also 
negligible at a distance from the edge farther than the left center of the image. 
One must be a little careful about detailed comparison of features, as the 
photographs used in Fig. 24 were obtained at a variety of phase and solar hour 
angles. For example, several of the most noticeable variable features (espe
cially in the third panel from the top) are due to the Mimas 4:2 bending wave 
which has vertical structure of a spiral nature, and would exhibit nonaxisym
metric brightness due to shadowing (Shu et al. 1983). 

Clearly, the irregular structure of the B Ring and inner A Ring is 
an enormously complex problem, and is in need of more observational 
constraints. Below, we address alternative hypotheses in a fittingly cursory 
fashion. 

If the structure results from the semishepherding effects of numerous 
moonlets of radii< l km (too small to clear an empty gap; Sec. IV.C.3.a), a 
preferred scale, as in the inner B Ring, could reflect overall torque balance 
and the moonlet size distribution. If the irregular structure is the result of 
viscous or thermal instability. it could be that the detailed form of the relation 
between restitution coefficient and impact velocity, or the detailed form of the 
size distribution, produces a preference for certain radial scales and optical 



Fig. 24. B Ring outer edge, Huygens gap, and inner Cassini Division, at four orbital lon
gitudes . Saturn is towards the bottom. This image has been processed to emphasize fine
scale variations . The B Ring outer edge is seen to be doubly periodic by comparison with an 
adjacent narrow ringlet which is singly periodic . The double periodicity is a result of forcing 
by the Mimas 2: 1 resonance (Sec. IV.B). Also visible in the B Ring is the irregular structure . 
The fact that it is very difficult to follow the narrower features between panels has led to the 
belief that the narrow features are nonaxisymmetric. Although this may be true, detailed 
analysis is needed . For instance, the left and right panels were taken at a solar hour angle 
differing by - 180° from the middle two panels. The markedly contrasting feature in bottom 
center is the Mimas 4:2 spiral bending wave (Sec. IV.B), which shows a brightness profile 
varying with both ring longitude and hour angle . (Photograph courtesy of A. Collins and 
G. Garneau, Jet Propulsion Laboratory.) 
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depths. These and other related effects are discussed in the chapters by 
Stewart et al. and Borderies et al. 

Several aspects of the irregular structure seem in conflict with the be
havior expected of a moonlet hypothesis. In the inner B Ring, the scale length 
of the fluctuations is > 50 km, which is far longer than the effective range of a 
moonlet too small (r< 1 km) to even clear a gap around itself. As far as can be 
determined, these features are azimuthally symmetric and invariant over the 
Voyager 1-2 time frame ( < 1 yr). 

If it represents a real material distribution, the azimuthal asymmetry of 
the irregular structure in the outer B Ring would argue against a moonlet 
hypothesis there; the viscous diffusion time for a ringlet of radial width M is 

tdiff -AR2 /11. 

For AR - 20 km and 11 - 100-260 cm2 s-1 (Sec. IV. B), tdirr - 500-1000 yr. 
This is far longer than the synodic period P syn of the ring particles and their 
hypothetical moonlet: 

or, for Porb -1/2 day, Psyn (20 km) -5 yr. Therefore, it would seem that 
moonlets would maintain axisymmetric features by a semi-shepherding effect; 
if they were the cause of the irregular structure, variations with ring longitude 
would be hard to understand. Finally, it is also difficult to accept that such 
putative moonlets are so numerous in the optically thicker regions, and practi
cally nonexistent in regions of only slightly lower optical depth. 

Similar objections might seem to apply to the viscous instability 
hypothesis. The formation time of the instability is roughly td1rr; because this 
is much longer than P syn for radial scales larger than a few hundred meters, 
one would expect full communication of the instability around 360° longitude, 
whatever the initial perturbation. However, a detailed theoretical analysis of 
the nonaxisymmetric case has yet to be done. Of course, the inner B Ring 
irregular features (and, for the most part, all the B Ring features of radial width 
~ 100 km) show azimuthal symmetry. It remains to be seen whether this 
radial scale results in a natural way from viscous or thermal instability theory 
(see, e.g., chapter by Stewart et al.). It may be worthwhile to point out that 
the plateau structure of the C Ring and Cassini Division (which is azimuthally 
symmetric) also seems to have a characteristic radial scale. However, the 
inner B Ring features are nearly sinusoidal in radial profile (Fig. 22a) while 
the C Ring and Cassini features have fairly abrupt edges. Furthermore, the 
viscous instability is generally thought of as a large-optical-depth process 
(chapter by Stewart et al.) and regions of intermediate optical depth (7-0.5-
0.7 at visible wavelengths), occurring in the A and inner B regions (l.57-
1.58 Rs), do not show irregular structure. 
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In summary, the B Ring and inner third of the A Ring display characteris
tically irregular fluctuations in optical depth and/or particle properties. In 
general (but not invariably) no preferred radial length scale or periodicity is 
seen in this irregular structure. It seems that it may be azimuthally asymmetric 
on radial scales < 50 km or so. In the various hypotheses discussed for the 
irregular structure, none makes an especially compelling case for itself as yet 
and there are apparent difficulties with all. Perhaps no single process is 
responsible for all the forms of irregular structure. Further observational and 
theoretical study is sorely needed. 

E. Electromagnetic Effects 

1. Magnetospheric Environment and Forces on Small Particles. Most of 
the ring features may probably be explained by gravitational forces alone. 
However, there are exceptions. In this section we present observational evi
dence for, and discussion of, ring-related electromagnetic phenomena. The 
physics of electromagnetic phenomena, along with potential applications to 
other ring structure, are covered in more detail in the chapters by Griin et al. 
and Bums et al. and by Hill and Mendis (1981a) and Mendis et al. (1982). 

Pioneer 11 explored Saturn's inner magnetosphere as far inward as 1.325 
Rs. In addition to providing magnetospheric properties of intrinsic interest, 
this deep probe of the ring environment has determined several unique and 
unrelated ring properties (Secs. II and IV.C.3; cf. also Van Allen 1984). 
Saturn's magnetic pole is very nearly centered on Saturn and antiparallel to 
the rotation axis, as with Earth. Its field has surface strength - 0.2 G at 
the equator. 

In situ measurements show that the magnetosphere contains a large 
corotating inner plasma torus which extends from 8 Rs inward. It contains 
primarily oxygen ions (02 + and 03 +), electrons, and some protons, all with 
energies between several eV and several keV. The electron density, with a 
value of - 10 cm-" at 6 Rs, varies approximately as L-3 , where L represents 
the equatorial distance of a magnetic field line measured in units of Rs (Bridge 
et al. 1981). The extent of the torus perpendicular to Saturn's equatorial plane 
is large (several Rs) except in the inner part, < 4.5 Rs, where it is more 
localized near this plane. Inward of - 4 Rs, the plasma density likely in
creases still further, but was not detected due to a rapid drop of the tempera
ture from 5 x 10" K to 2 x 10' K at that distance. The torus could actually 
extend to the limit of the A Ring (2.267 R8). The inner torus is relatively 
dense near the orbits of Dione and Tethys (6.26 Rs and 4.88 Rs, respectively) 
where ion densities up to 50 cm-3 have been measured (Frank et al. 1980). 
This indicates that the ions and electrons probably come from ionization of 
molecules and atoms formed by sputtering of the ice-covered surfaces of these 
satellites. Such erosion effects are discussed by Cheng et al. (1982). 

It appears that the Jovian-terrestrial-type, inwardly-diffusing, magneto
sphere is effectively absorbed by the rings at - 2.3 Rs; the region within has 
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the lowest charged particle density ever observed by Pioneer 11 (Simpson et 
al. 1980; Van Allen et al. 1980a ). Even within the central region (l.3-2.3 Rs), 
however, there are detectable levels of protons and electrons which apparently 
derive from neutrons splashed off the ring and satellite material by cosmic 
rays (Chenette et al. 1980; Fillius and Mcilwain 1980). From the known 
strength of the cosmic ray source, an average mass density of 100 to 200 g 
cm-2 is obtained (Fillius and Mcilwain 1980; Cooper et al. 1982; also Cooper 
and Simpson 1980). This is in good general agreement with values obtained in 
other ways (Secs. IV.Band 111.C; Table ill) and therefore with an overall icy 
composition. 

Particles in such an environment may acquire electric charges by a variety 
of mechanisms. This problem has been studied in relation with the study of 
comet tails (Hill and Mendis 1981b; Mendis et al. 1981), interplanetary and 
interstellar dust (Spitzer 1978), and the charging of space vehicles moving in a 
plasma (Prokopenko and Laframboise 1980). The sign, as well as the amount, 
of charge depends on the charging process, on which there is no consensus at 
the present time. The main processes are the emission of photoelectrons, 
which leave a positive charge on the grain, and interaction with a plasma in 
contact with the grain. The simplest theory predicts that grains embedded in a 
plasma will become negatively charged, because they will capture more 
rapidly-moving electrons than slowly-moving ions. Under certain conditions 
(not common in the outer solar system) the charge can be positive (Mukai 
1981). Also, if the plasma is bimodal (one cold and one hot component) the 
charge equation can have two stable solutions so that grains can acquire 
positive or negative charges depending on their previous history (Meyer
Vemet 1982). In any event, the charge on a grain will fluctuate sporadically. 
Regardless of the sign of the charge, a limit to its magnitude seems to be 
reached due either to field emission (Bums et al. 1980) or self-fracture (Opik 
1956; Fechtig et al. 1979), when the grain potential </J attains a value in the 
range of 10 to 100 volts. An indication of the relative importance of elec
tromagnetic to gravitational forces may then be obtained in a simple fashion. 
A particle of radius r, density p, and mass m, carrying a charge of q = </Jr and 
moving with velocity Vret perpendicular to magnetic fieldB (see, e.g., Mendis 
and Axford 1974; Hill and Mendis 1979; chapter by Griin et al.), experiences 
an acceleration 

REM -
3qVre1B 

41rp r"c 
3</J Vre1B 

411pr2c 
(30) 

where c is the speed of light. The ratio of REM to the gravitational acceleration 
RG on the particle orbiting Saturn at radius R is 

REM [ <P (volts) 
-R.. - (l .3 X 10-") " ( . ) 

G r microns ] [ 1.36-(R/Rs)½ ] 
1.36 (R/R8 )½ (31) 
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where Rs is the radius of Saturn and a dipolar magnetic field of surface 
strength 0.2 G has been assumed. AtR!Rs = 1.36' = 1.86, electromagnetic 
forces vanish. This is the corotation radius, where the orbital period is equal to 
the period of Saturn's magnetic field (P s = lQh 39'!14) and consequently there 
is no velocity difference to induce a Lorentz force. Away from this radius, 
electromagnetic effects increase in magnitude. For R - 1.5-2.0 Rs and 
<f,- 10-100 volts, we obtain r < 0.1 µ,m for electromagnetic forces to be 
important. A more stringent criterion, for a particle to be tied to the corotating 
magnetic field, is that the particle's gyrofrequency (qB /me) must be much 
greater than its orbital frequency, yielding r <<0.07 µ,m. It seems that 
electromagnetic control may be important for some of the Jupiter ring halo 
particles (Hill and Mendis 1979, 1981a; Bums et al. 1980; chapter by Bums et 
al.; Morfill et al. 1980a ,b ,c ,d; Griin et al. 1980); however, the majority of the 
visible Saturn ring particles are in the size range of centimeters to meters in 
radius (Secs. III.C and III.D) and their dynamics is overwhelmingly domi
nated by gravity and collisions. 

However, evidence does exist for electromagnetic processes in the rings 
superposed on the overall gravitational dynamics. For instance, the E and G 
Rings are relatively optically thin and do not deplete the charging plasma. 
Also, they are regions populated by significant numbers of micron-sized 
particles. This problem has been discussed by Hill and Mendis (1981a, 
1982a,b). The F Ring, by contrast, seems to be less influenced by electro
magnetic forces (chapter by Griin et al.). In addition, the B Ring spokes are 
believed to contain concentrations of small particles from their light-scattering 
properties, and show independent evidence of electromagnetic influence (Sec. 
IV.E.2). The B Ring overall may have a small fractional population of 
micron-sized particles, whose motion is a complex product of a blend of 
electromagnetic and gravitational forces with R G - REM (Hill and Mendis 
1979, 1981a; Mendis et al. 1982; chapter by Griin et al.). 

For instance, Northrop and Hill (1982) propose that the boundary be
tween the inner and outer B Ring at around 1.63 Rs (corresponding to a 
noticeable inward decrease of the optical depth) is due to a stability limit for 
the orbit of particles of high negative charge to mass ratio. Inward of this 
limit, particles slightly perturbed normal to the ring plane will move away to 
higher magnetic latitude and be lost to the planet's atmosphere; outside this 
limit, they oscillate back and forth across the equatorial plane. Northrop and 
Hill (1983) have also suggested that the inner edge of the B Ring, at -1.52 
Rs, is just located at the stability limit of charged particles with an extremely 
large negative charge to mass ratio (essentially molecules), launched in the 
ring plane at the Keplerian velocity. Eshleman et al. (1983) also suggest that 
electromagnetic forces could increase the stability of certain kinds of entwined 
orbits. Other electromagnetic effects may be found in the rings. Although not 
fully understood, the spokes appear to be the best-established example of such 
forces at work. 
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2. Spokes. (a) Description. While still 1/3 AU from Saturn, Voyager 1 
observed dark, radially-extended features which were immediately called 
spokes after their shape and appearance (Collins et al. 1980). Spokes have a 
characteristic length and width of 10,000 km and 2000 km, respectively 
(Smith et al. 1981). They are observed only in the range from 103,900 km to 
117,000 km (l.72 to 1.94 Rs) from Saturn's center (Grun et al. 1983). Interest
ingly, this radial range includes the most optically thick regions in the entire 
ring system (Fig. 10). Their inner radial limit is particularly sharp and the 
outer limit is within that of the B Ring. Their observed radial range covers 
both sides of the synchronous orbit (Eq. 31). 

The spokes are - 10% darker than surrounding regions when viewed in 
backscattered light; however, their contrast reverses when they are viewed in 
forward-scattered light, and they become 10-15% brighter than surrounding 
areas (Smith et al. 1981, 1982; Cuzzi, unpublished). It should be recalled that 
both spoke and nonspoke areas are darker in an absolute sense in forward 
scatter than in backscatter (see Fig. 2). Contrast between spokes and the 
underlying ring decreases at intermediate phase angles of 30-70° (Grun et al. 
1983). The visibility of the spokes, specifically their larger ratio of forward
to-backscattering than that of the background ring particles, implies that the 
spoke particle size is very small, of the order of a few microns or less (see 
Sec. III.A and chapter appendix). These scattering particles do not need to be 
physically removed or elevated above the main ring layer, but may be uni
formly mixed throughout it (Sec. III.A and Fig. 4). 

A few spokes have also been seen on the unilluminated face of the ring at 
intermediate phase angles (- 90°), and appear bright against the very dark 
opaque B Ring background. Their brightness in this geometry has been inter
preted as scattering of light from Saturn's disk, and demonstrates the presence 
of spoke material on the unilluminated face of the rings with abundance 
comparable to that on the illuminated face (Smith et al. 1982). 

Very few clear examples of spoke formation seem to exist in the Voyager 
1 and Voyager 2 images. In the few cases where spokes in the process of 
formation have been observed, they were near-radial. Grun et al. (1983) 
describe a spoke which appears suddenly across its full length of 6000 km 
between two successive frames taken only 5 minutes apart. This gives an 
upper limit on the time scale for the onset of spoke activity. On the first frame 
where it appears, the contrast of a newly formed spoke is low, but it increases 
rapidly in the next 20 min or so. The subsequent motion of spokes has been 
studied by comparing several successive images of the ring taken over 30-min 
intervals. In general, the velocity corresponds clearly to a Keplerian or 
near-Keplerian motion, and not to the velocity of the magnetic corotation 
motion. Some spokes have been followed for longer than a rotation period, 
but it was not clear whether they were physically the same spokes or if new 
spokes were merely reprinted from time to time in the same region of the B 
Ring (Smith et al. 1982). This last possibility is more in accord with the fact 
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Fig. 25 . The characteristic spoke "wedge-shaped" morphology (Sec . IV.E) is seen in this 
Voyager I image at - 130° phase angle, in which geometry the spokes are brighter than their 
surroundings . The image has been reprojected to a rectangular grid with radius the vertical 
axis ; Saturn is toward the bottom . The corotation radius is near the narrowest part of the 
wedge; the leading inward edge is characteristically tilted, the trailing inward edge is nearly 
radial. The opposite behavior is observed outward of corotation . Close inspection indicates 
that the spoke enhancement is greatest in the already brighter (relatively more forward
scattering) features . (Photography courtesy of A. Collins and G . Garneau, Jet Propulsion 
Laboratory.) 

that spokes with very large tilt relative to the radial direction are uncommon 
(after one rotation a spoke would make an angle of 75° with the radial direction) 
(Griin et al. 1983). 

Actually, the ages of the spokes can be inferred from their tilt. This has 
been done by Griin et al. (1983) who found that the ages of spokes observed in 
the morning ansa range from less than 1000 s to 14,000 s, which is less than a 
quarter rotation of Saturn. It is then likely that the spokes disappear by losing 
their contrast with the ring background in much less than a rotation. An 
obvious explanation is that the lifetime is limited by the free lifetime of the 
dust particles, which collide with other ring particles several times per orbit. If 
the spoke particles stick upon encounter, a lifetime (l/3-l/4)Pst ~3-4 hr 
would result, consistent with observed spoke tilts (Griin et al . 1983 ). 

It was realized by Smith et al. (1981) that the spokes frequently display a 
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wedge-shaped morphology, with the narrow apex of the wedge lying near to 
the ring radius at which the Keplerian orbit period is equal to the period of 
Saturn's magnetic field: the so-called corotation radius (Eq. 31). Often, the 
spokes broaden both inwards and outwards of this location (Fig. 25). The 
actual shapes of spokes are not always so simple (Griin et al. 1983). However, 
the wedge shape suggested that the feature might be formed in a system fixed 
to the magnetic field. If formation continued over some extended active 
period, the relative velocity, which increases away from the corotation radius, 
would broaden the spoke increasingly with radial distance inward and outward 
of corotation. 

More detailed studies of the narrowest and least trailing spokes by Griin 
et al. (1983) and Eplee and Smith (1983) have tended to support this idea. The 
velocities of a few young spokes, and perhaps especially their trailing edges 
(inwards of corotation) show substantial deviations from Keplerian, in the 
direction of corotational velocities. That is, they may be still fixed to the 
magnetic field. However, the more commonly observed broader spokes show 
nearly Keplerian velocities in both leading and trailing edges. This means 
that, even though the magnetic field may play a dominant role in spoke 
formation, the subsequent motion of the particles is governed by gravitation 
after the termination of some limited period of activity (Smith et al. 1981; 
Terrile et al. 1981). 

(b) Relationship of Spokes with the Magnetic Field and the Solar Hour 
Angle. The spokes are not permanent features of the rings, even if some 
spokes are nearly always present on a ring picture. Smith et al. (1981) first 
noted that, on the average, they are more numerous and show greater contrast 
in the morning ansa than on the evening ansa. The first firm connection 
between the spokes and Saturn's magnetic field was noted by Porco and 
Danielson (1982). 

These authors performed Fourier spectral analysis of the spoke activity 
level, and found a pronounced peak near 10 hr 21 min ± 22 min. This value is 
consistent with the period of rotation of Saturn's magnetic field ( 10 hr 39 .4 
min) but also with other physically reasonable periods within Saturn's system 
as, for example, the range of Keplerian periods in the B Ring and the period of 
the SED (Warwick et al. 1981; Evans et al. 1981). However, the correlation of 
spoke activitiy with Saturn's magnetic field is further strengthened by the 
correlation of the level of spoke activity with Saturnicentric magnetic lon
gitude at the ansa, in the Saturn longitude system (SLS; Desch and Kaiser 
1981). Porco and Danielson (1982) showed that the activity level is highest 
when the ansa is aligned with the magnetic field quadrant "-sLs ~ 115°, the 
magnetic sector most often aligned with the Sun during periods of Saturn 
kilometric radiation (SKR) (Kaiser et al. 1981) and also associated with in
tense ultraviolet (auroral) emission (Sandel and Broadfoot 1981). Sub
sequently, Griin et al. (1983) showed that spokes are more nearly radial when 
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they lie at this magnetic longitude. The level of activity shows a strong 
longitudinal effect even over the period between Voyager l and Voyager 2. 
This indicates that the actual periodicity is probably even closer to the field 
period than indicated by the Fourier analysis of the Voyager l data alone, 
described above. More extensive analysis of Voyager 2 data (Porco 1983) 
gives a very sharp peak in the Fourier spectrum at 10 hr 40.6 min ± 3.5 min. 
However, the interpretation of this spoke-field relationship is not straightfor
ward, because the range of B Ring radii where the spokes are observed 
contains only magnetic lines of force which have their feet at latitudes much 
lower (39°-45°) than those of the SKR and auroral source (Kaiser et al. 1981; 
Sandel and Broadfoot 1981). 

In summary, the spokes can form anywhere on the ring, but appear in the 
morning ansa with greater frequency and higher contrast. The spoke activity is 
significantly larger when the SKR active sector is facing the morning ansa. 
Spokes form in a very short time and simultaneously over their full radial 
extent. Underlying radial structure is not affected. Their lifetime is probably 
shorter than one rotation, the contrast decreasing from the morning ansa 
onward, but often other new spokes form on the fading ones. The angular 
velocity of very narrow, nearly radial spokes may be close to uniform, at the 
corotation velocity of the magnetic field. The angular velocity of inactive 
spokes, with both leading and following edges trailing, is at or very close to 
the Keplerian velocity. All of this suggests that the formation of spokes is 
controlled by Saturn's magnetic field while the subsequent dynamics of the 
spoke particles corresponds to Keplerian motion. 

(c) Spoke Formation Hypotheses. Two types of mechanisms have been 
proposed for the formation of spokes: theories using purely electric phe
nomena and theories which postulate an electric charging of small grains and 
their subsequent motion in the electric and magnetic fields of the planet. Each 
type must explain both the mechanism by which the spokes become visible, 
and the general causative process which explains the occurrence, periodicity 
and shape of the spokes. 

As an example of the first type of theory, it has been suggested that 
micron-sized ring particles are polarized and aligned in a preferential direction 
by a radial electric field. However, theories using alignment of dust particles 
predict that the scattering properties of the spokes will be highly anisotropic 
around the azimuthal direction in the ring, i.e. that the spoke characteristics, 
especially the contrast, will be doubly periodic with longitude. This is con
trary to the observations; whether the spokes are dark or bright, they are so all 
around the ring. Also, it has been shown by Weinheimer and Few (1982) that 
the calculated alignment torque is probably too small for the process to work 
efficiently, especially upon particles large enough (r>>A) for the alignment 
of their physical cross section to affect the reflected light. Therefore, grain 
alignment scenarios may be discarded. 
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However, the existence of strong radial electric fields may still be of 
importance in the overall picture, especially the connection noted by Carbary 
et al. (1982) between the B Ring radial region and the latitudes of possible 
ionospheric jet streams which are connected along magnetic field lines. The 
feet of the magnetic lines of force which go through the B Ring are in a 
latitude region of high winds (V-100 km s-'). It is possible that such winds, 
moving eastward relative to the magnetic field, carry along part of Saturn's 
ionosphere, and create an electric field E = V X B (where Bis the magnetic 
field) and hence an electric current in the north-south direction. Since the high 
wind is localized in a small range of latitudes, it can be shown that the current 
will leave the ionosphere at the boundary of the wind region to flow along the 
magnetic field lines and close the circuit between northern and southern 
hemispheres. This creates, at the level of the B Ring, a radially varying 
electrical potential. From the wind velocity and the characteristics of Saturn's 
ionosphere (Tyler et al. 1981; Atreya and Waite 1981), Carbary et al. (1982) 
estimate this potential to be 16 kV, giving a radial field of several V km-' in 
the rings. 

The second type of theory makes use of some process which may locally 
enhance the fractional optical depth of micron-sized particles. Their presence 
would cause the ring scattering in spoke regions to be less strongly backscat
tering, i.e. relatively dark in backscatter and relatively bright in forward 
scatter (Fig. 4). This is because the dominant Lambertian behavior of the 
majority of the (macroscopic) ring particles is augmented by the dominant 
forward- ( or even isotropic-) scattering behavior of wavelength-and-smaller
sized particles (chapter appendix). 

The nature of this enhancement process is uncertain at present, even 
given the prior existence of the dust particles in the rings (Smoluchowski 
1983; Morfill et al. 1983). It has been suggested by Smith et al. (1981, 1982) 
and Hill and Mendis (1982a) that the micron-sized particles could be initially 
lying on the surfaces of larger ring parent bodies (Bums et al. 1980) and then 
jettisoned off these surfaces by electrostatic repulsion, if the surfaces of the 
parent bodies are sporadically charged to high electrostatic potential. 

Another possibility is that a large number of micron-sized particles inde
pendently preexist deep within the rings, but are in general hidden by the large 
ring optical depth and contribute very little to the total brightness of the ring, 
dominated by the quasi-Lambertian scattering of larger particles. Their charg
ing (which does not change their scattering characteristics by itself) causes 
them to levitate to some height above the ring and become visible (Grun et al. 
1983). Such a physical separation of the spoke grains above the normal ring 
layer is, however, not at all necessary to explain any of the photometric 
observations (see Sec. III.B). 

The magnetospheric plasma density is greatly decreased in the ring vicin
ity relative to values in less cluttered regions of the magnetosphere outward of 
the main rings (see, e.g., Simpson et al. 1980). The charging might, however, 
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arise internally from plasma instabilities in current loops running between the 
rings and Saturn's magnetosphere, as has been suggested informally by many 
(Alfven, Gold, Mendis, and others) or by impact-induced clouds of plasma 
(Goertz and Morfill 1983; Morfill and Goertz 1983). 

No explanations have been proposed so far for the facts that the charging 
mechanism giving rise to the spoke occurs in localized regions (radially and in 
longitude) and suddenly over a large range of radial distances. Also, although 
various authors have claimed evidence from the observations that the grain 
charge is primarily negative (Hill and Mendis 1982a; Thomsen et al. 1982), 
more recent data and interpretation (see, e.g., Griin et al. 1983) seem to 
require that this question be left open for the present. 

3. Saturn Electrostatic Discharges. During a few days around Voyager 
Saturn encounters the planetary radio astronomy (PRA) instruments detected a 
novel kind of nonthermal radio emission. It consisted of impulsive bursts 
( < 30 ms to 400 ms duration), appearing randomly within the PRA frequency 
spectrum (1.2 kHz to 40 MHz); it was interpreted as a succession of broad
band emissions which are only detected by the channels being sampled during 
the duration of an event. The bursts appear in separate episodes, with a 
periodicity of roughly 10 hr 10 min, close to Saturn's atmospheric and mag
netic field rotation periods (10 hr 10 min and 10 hr 39.4 min, respectively). 
The occurrence rate and intensity of the bursts vary roughly as the inverse 
square of the distance of the spacecraft from the planet. Warwick et al. (1981) 
concluded that the bursts were coming from the close environment of Saturn 
and, due to their similarity to the radio emission properties of terrestrial 
lightning strokes, called them Saturn electrostatic discharge (SED). 

SED intensities cover a large range of values, from the threshold of 
sensitivity of the PRA instrument up to 10" -10• times this threshold when 
observed close to the planet. The peaks of the largest SED's correspond to 
instantaneous radiated powers between 10" and 10'0 W (Zarka and Pedersen 
1983). The average power radiated by all the SED, taking account of the 
occurrence rate of the events (1 .4% for Voyager I, 0.4% for Voyager 2), is of 
order 10" to 10" W. 

The observed characteristics of the SED, in particular the periodicity of 
the episodes, suggest two possible locations for the source: in the planet or in 
the ring at a distance of 1.81 Rs from Saturn's center where the Keplerian 
period is equal to the SED periodicity. 

The atmospheric solution was initially rejected, and the ring chosen as a 
source, by the PRA team (Warwick et al. 1981, 1982; Evans et al. 
1981, 1982, 1983) on the basis of the rotation period, which differs from that of 
the magnetic field, and also because of the fact that frequencies as low as 20 
kHz, where SED were thought to be observed, are unable to propagate 
through ionospheric densities as high as those measured by Pioneer 11 and 
Voyager 1 and 2 (Kliore et al. 1980; Tyler et al. 1981, 1982). Another argu-
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ment leading to this choice was that emissions similar to SED were not 
detected close to Jupiter by the Voyager PRA experiment, in spite of the 
detection of lightning flashes by the Voyager cameras (Cook et al. 1979) and 
the indirect evidence of the existence of lightning provided by the observation 
of whistler emission by the Voyager plasma wave science (PWS) experiment 
(Gurnett et al. 1979). On the other hand, these experiments did not find any 
such evidence for lightning in Saturn's atmosphere (Smith et al. 1981; Gurnett 
et al. 1981). 

Bums et al. (1982, 1983) showed that the arguments against an at
mospheric source location are, however, not fatal. The first argument
concerning the SED periodicity-is not a strong one, as it is known that the 
atmosphere does not rotate with the same periodicity as the magnetic field. 
Indeed, equatorial cloud velocities have been obtained from groundbased 
observations and by Voyager which indicate a period of 10 hr 14 min, within 
the uncertainty of the SED value. Concerning the putative observations of 
SED down to 20 kHz, Bums et al. (1982, 1983) pointed out that the charac
teristics of Saturn's ionosphere, especially in the region perpetually shadowed 
by the rings, are not sufficiently well known to predict accurately the iono
spheric electron density, and thus the low-frequency cutoff of radio propa
gation (Atreya and Waite 1981). 

The atmospheric origin was strongly supported by Kaiser et al. (1983) who 
scrutinized the complete PRA data set and concluded that: ( 1) no SED are 
observed at frequencies =S4 MHz during the pre-encounter episodes, while 
they appear routinely at frequencies as low as a few hundred kHz after en
counter. This difference (see, e.g., Zarka and Pedersen 1983) cannot be 
explained by a difference in antenna directivity due to the change in the 
direction of observation. 

The low-frequency cutoff at 4 MHz which is seen before, but not after, 
encounter is very difficult to explain for a source in the ring, but easily 
understood in terms of a low-frequency propagation cutoff for radiation 
originating in the atmosphere and passing through the dayside Saturn iono
sphere. The implied dayside electron density ne (~2 x 10• electrons cm-'), is 
consistent with that measured (at the terminator) by Pioneer 11 and the Voya
gers (2. 3 x 10• electrons cm-'). After encounter the storm system is observed 
through the nighttime ionosphere, the density of which could be low enough 
to allow SED observations to a frequency as low as 100 kHz (ne=S 100 elec
trons cm-"). The absence of low-frequency SED before encounter might 
explain the nondetection of SED, even around close encounter, at frequencies 
below 56.2 kHz by the PWS experiment (Kurth et al. 1983). In addition to the 
above, Kaiser et al. (1983) also noted (2) that no SED events are detected 
between the episodes; (3) the episodes begin and end abruptly and in much 
better agreement with a radial location on the planet's surface than at I . 81 Rs 
in the rings; and ( 4) the onset and termination of SED episodes are indepen
dent of frequency except for the onset of the episode centered on Voyager I 
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closest approach (Evans et al. 1981), in which the SED appear first at high 
frequencies, then gradually at lower frequencies, until the entire frequency 
range is covered. Kaiser et al. (1983) point out that such a gradual frequency 
dependence of the onset and decay of episodes could be due to refraction 
effects in the ionosphere, but would be detectable only at the onset of the 
Voyager 1 encounter episode because at that time the effective rotation rate of 
the planet, as seen by the PRA instrument, is diminished due to the motion of 
the spacecraft along its trajectory. No such ready explanation for this behavior 
exists for a ring source. For reasons given above, it is now generally believed 
that the SED are not a ring phenomenon at all, but are generated (by unknown 
means) in the atmosphere or ionosphere of the planet. Consequently, we do 
not discuss the effect further, and refer the reader to a review chapter by 
Kaiser et al. ( 1984) and to the original papers. 

In summary, there is strong evidence for the effects of electromagnetic 
forces in the play of spokes on the face of the B Ring. There are also several 
hypotheses which might relate the global structure of the rings to small elec
tromagnetic effects acting over time, such as the correspondence of the stabil
ity limits of extremely small charged particles with certain jumps in optical 
depth in the B Ring. In this regard, it may not be coincidental that the radial 
region of highest optical depth, which is also the location of much of the 
spoke activity, is the radial region nearest to corotation (Eq. 31) where tiny 
grains are least affected by electromagnetic forces and therefore most stable. 
On the other hand, it seems that the SED bursts are not a ring-related 
phenomenon at all, but arise in the equatorial atmosphere of the planet. 

V. SUMMARY OF KNOWNS AND UNKNOWNS 

In this section, we present a snapshot of current understanding of the 
properties of the rings, and discuss some of the major open issues. The reader 
is also referred to a review chapter by Esposito et al. (1984). 

The rings are, of course, a vast number of individual, marble-to-house
sized, probably irregularly shaped, orbiting lumps of water ice containing 
trace amounts of rocky material or possibly other geological ices (Sec. III). 
Most of the cross-sectional area of the rings is presented by particles of - I 
cm to - 5 in radius. Between these limits, the differential number density n(r) 
dr=d.N(r)/dr behaves very much like a power law of the form n(r) = n 0 r-q, 
with q= 3 (Sec. III.C and III.D). Such a form is characteristic of objects 
undergoing countless mutual collisions (Hartmann 1969). For radii ~ I cm, 
the number density must cut off to some extent; less than 10% of the visible 
area can consist of sub-centimeter particles in many regions, although more 
sub-centimeter particles may exist in the B Ring (Sec. 111.C). About 10% fine 
dust is seen in various specific localized areas of the rings, like resonance 
zones (Sec. IV.B), spokes (Sec. IVE) and possibly throughout large parts of 
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the Band A Rings. The tenuous, outlying E, F, and G Rings contain larger 
fractions of fine dust (Sec. III.A). For radii larger than r - 5 m, the number of 
particles drops extremely rapidly. The total mass of the rings (- 5 x 10-• M8) 

is dominated by the several-meter-radius particles (Table III). 
However, several objects of radius - IO km probably lie within the main 

rings (Secs. III.D and IV.C). Continuing analysis may soon extend the loca
tions and numbers of such objects. The radial distribution of these moonlets 
will surely be of interest. Specifically, the real nature of the enigmatic F Ring, 
lying in a possible zone of transition between rings and ringmoons, is still not 
well understood. Generally, moonlets are structurally important only in a 
local sense. However, their mere presence, as well as that of the more massive 
ringmoons (Janus et al.), may have important implications for ring origins, as 
discussed subsequently. 

The question of particle composition is still far from fully answered. 
Even though we are currently quite certain that the bulk of the particle mate
rial is icy (Secs. III.Band 111.C), the nature of the remaining material and the 
cause of its apparent radial variation as manifested in varying particle albedo 
(and color), are of great interest. Particle albedos vary dramatically within the 
rings, spanning the range from icy to rocky (Secs. III.A and IV.A). The 
darker particles are primarily found in the C Ring and Cassini region, but 
significant, 50-100 km scale, radial variations are also seen in the B Ring. It 
has been pointed out (Epstein et al. 1983) that rocky material could be more 
abundant than inferred from studies of thermal microwave emission if it were 
segregated into separate chunks instead of being uniformly mixed, as is usu
ally assumed. Even for the icy material, no firm identification exists for any 
material but water ice, and even the crystalline phase of the ice, or whether 
clathrates with other icy materials are present, is uncertain (Secs. III.A and 
III.B). 

Space Telescope observations of spectral reflectivity will be of great 
value in answering these questions as will further groundbased and space
craft studies of radio occulation and radar reflectivity, and 0.1 to 10 mm 
wavelength studies of the thermal emission of the rings. 

In the area of ring structure, we have actually begun to understand some 
of the dynamical processes that structure the rings on a relatively small scale. 
The smallest of these scales is the vertical thickness of the rings. We have 
learned that the vertical scale height z 0 of the rings lies in the range of several 
to several tens of meters in various internal locations (Sec. IV.B), and that 
the ring full thickness 2z0 is < 150-200 m at the sharp outer edge of the A 
Ring and at both inner and outer edges of the Encke Division (Sec. II). There 
are currently hints that the larger ring particles lie in a thin layer, a few radii 
thick, near the ring symmetry plane, and the smaller particles are spread 
throughout a layer of comparable thickness which is many times their own 
size, consistent with both dynamical expectations and remote-sensing experi
ence (Secs.II.Band 111.C). 
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From the standpoint of small-scale radial structure, the discovery of 
Saturn's close-in ringmoons (Janus et al.) and the high-quality Voyager and 
Pioneer data have allowed the subject of gravitational dynamics to come into 
its own. Gravitational resonances, a subject of interest for over a century in 
the ring context, are finally seen to play an important role in constraining 
major ring edges (Sec. IV.B). Also, these satellites are seen to excite prop
agating spiral waves of density or vertical corrugation at many resonances 
within the rings. The physics of spiral density waves, now clearly demon
strated for, perhaps, the first time, allows us to measure directly local ring 
properties such as surface mass density and viscosity (Sec. IV.B). However, 
many of these waves are strongly nonlinear and their properties are not well 
understood in full detail. Inward transport of material by the momentum flux 
carried by these waves is less dramatic than had been anticipated. The absence 
of gaps in wave regions is understandable if inward wave transport is offset by 
outward viscous spreading processes (cf. chapter by Borderies et al.). This is 
an area of ongoing active research. 

Shepherding effects by both external and embedded moonlets have ap
parently been observed in the F Ring and the Encke Division (Sec. IV.C); the 
details of the observed behavior, not yet fully analyzed, will tell us a great 
deal about the ability of moonlets to repel or concentrate ring material. How
ever, we still do not know what, if indeed anything, constrains the narrow, 
opaque, smoothly eccentric, Uranian-type ringlets found in most otherwise 
empty gaps. In several locations, careful searches have found no shepherding 
objects of the sizes expected. 

We have learned that the spokes are seen when the rings become locally 
more dusty, nearly instantaneously over a vast radial extent (Sec. IV.E). The 
initiation of this behavior is somehow influenced by a sporadic process relat
ing a special magnetic longitude on Saturn, which is also responsible for 
aurorae and nonthermal planetary radio emission, to the diurnal cycle of night 
and day. However, the specific nature of the process is completely unknown 
at present. 

Another form of sporadic electromagnetic process is responsible for the 
Saturn electrostatic discharges (Sec. IVE). It seems that the weight of current 
evidence indicates that these discharges originate somewhere in the equatorial 
atmosphere of the planet, and not in the rings at all. 

Although we are starting to acquire a familiarity with some of the 
"trees," we are still strangers in general to the "forest." For instance, we 
have little understanding of the large-scale structure of the rings. Why are 
there A, B, and C Rings at all? Why are the C Ring and Cassini Division so 
similar and so unlike the A and B pair in both structure and particle prop
erties? To some extent, the abrupt outer edges of the A and B Ring are 
explained by resonant angular momentum transfer to satellites. However, 
nearby resonances of only slightly lesser strength produce mere waves in the 
disk, with no hint of a gap. A possibly related problem of central interest is the 
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cause of the fairly abrupt inner edges of the A and B Rings. Dynamical 
relationships with the (external) known satellites are ineffective at preventing 
material from evolving inward. Perhaps erosion processes, operating on the 
very largest scales, act to preferentially erode already optically thin areas and 
sharpen inner edges (chapter by Durisen). Perhaps, also, other processes, long 
since extinct, have provided the rings with some aspects of their underlying 
large-scale structure. An example of this could be the initial creation of 
the Cassini Division by an extremely strong, possibly primordial, density 
wave driven at the Mimas 2: I resonance (Goldreich and Tremaine 1978b; 
Sec. IV.B). 

Also, the very fine-scale irregular structure, widespread in radial extent, 
is not well understood even as to whether it is primarily a variation in quantity 
or in properties of material, or both (Sec. IV.D). Another spacecraft mission 
will be needed eventually in order to fundamentally understand the structure 
and the cause of the large optical depth of these regions. The C Ring structure 
(abrupt optical depth transitions without intervening gaps) also remains one of 
the major currently unattacked structural problems. An improved understand
ing of viscous spreading and instability effects could possibly aid us with 
several of the above mysteries (cf. chapter by Stewart et al.). 

The tenuous, peripheral rings continue to puzzle us by their very exis
tence. The lifetimes of the tiny E, F and G Ring particles to magnetospheric 
and meteoroidal destruction mechanisms (chapter by Bums et al.) are ex
tremely short, only 102 - 10• yr. Although many are comfortable with ascribing 
replenishment of the tiny F Ring particles to small local source satellites, and 
of the E Ring to Enceladus in some unspecified way, the nature and ultimate 
source of the G Ring material is a mystery (Secs. III.A and IV.C). These 
features should not be neglected; information content is not necessarily pro
portional to optical depth ( chapter by Bums et al.). 

Perhaps the most global scale puzzle is that of the short overall time scale 
for significant orbital evolution of the ring-ringmoon system. The amount of 
angular momentum which is observed transferred between the rings and the 
shepherding satellites alone (Sec. IV.B) is apparently sufficient to collapse the 
A Ring and fully evolve the ringmoons from the edge of the current A Ring to 
their current locations in a time of 101 -10" yr (see chapter by Borderies et al.; 
Lissauer et al. 1984). Also, current estimates of the erosion lifetime of the 
main rings are disturbingly short (see, e.g., chapter by Durisen). These are, 
naturally, both areas of intense current interest. 

From the standpoint of the origin of the rings (cf. chapter by Harris; 
Pollack and Consolmagno 1984), it seems as a first impression that the com
bination of compositional (albedo) inhomogeneities and embedded 10-km
sized moonlets, which are isolated from their surroundings, seems to suggest 
that the visible ring material (currently dominated in mass by 1 to IO-meter 
size particles) is a derivative rather than a primordial population. Pollack 
(1975) and Shoemaker (1983) have discussed ways in which extra-Saturnian 
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meteoroid erosion cim grind to fragments an initially small number of large 
parent objects which might have been of heterogeneous composition. An 
erosion hypothesis is also favored for Jupiter's ring (chapter by Burns et al.). 
If this is in fact the case, it may be necessary to reexamine current thinking on 
models of the evolution of the proto-Saturnian nebula, which are currently of 
the thermal-equilibrium type and make specific predictions of gradual tem
poral and radial gradients in temperature, and therefore in composition, of 
condensates in the ring region. The rapid orbital decay of condensed objects 
due to gas drag in such a proto-Saturnian nebula has led Pollack et al. (1976) 
to the conclusion that no record of the primarily early condensation of silicates 
will be observed in the ring regions of the nebula. 

However, a population of precursor objects would have had to come from 
somewhere. Perhaps heterogeneous condensation occurs in different nebular 
regions simultaneously, with significant radial mixing and more rapid dissipa
tion of the nebula than currently believed. Alternatively, precursors of differ
ent composition, formed at different stages of nebular evolution may, by 
chance, grow large enough to survive orbital decay by gas drag; they would 
remain in the ring region, surviving the subsequent thermal evolution and 
dissipation of the nebula but not the external bombardment (from whatever 
source) to follow. Eventually, we may attempt the difficult task of relating the 
primordial distribution of material to the observed distribution which, very 
possibly, has been smeared in various ways by global transport processes, 
many of which are currently poorly understood and some of which may even 
be long extinct. 

However, before we can confidently begin such extrapolations, we must 
first better understand the details of particle size evolution in a collisional 
disk. Of course, this understanding will be directly relevant to the question of 
the formation of the terrestrial planets (at least) in the protoplanetary disk of 
planetesimals. Spedfically, it is not known for certain that the currently 
suspected IO-km-sized objects must be primordial. Processes of accretion may 
proceed to some point even within the Roche limit (see, e.g., chapter by 
Weidenschilling et al.). Already we know that relatively large ring particles 
may have effects which range through enhanced stirring (Safronov 1972; 
Cuzzi et al. 1979a ,b; chapter by Stewart et al.) to repulsion or shepherding, of 
the local material. Perhaps the accretion process is self-limiting in this way; 
however, Goldreich (1982) has suggested that the largest objects may be able to 
migrate radially through the disk under their own gravitational torques and 
collect in gaps, where close encounters and collisions such as those we may be 
seeing today in the kinky ringlet areas could continue the accretion process. 

In providing us with a giant analogue laboratory in which to observe the 
complex interactions between a disk and its most dominant masses, interac
tions which surely predated the formation of the Earth and terrestrial planets, 
the rings of Saturn are functional as well as beautiful. For hundreds of years, 
astronomers and physicists have devoted many hours at the eyepiece of a 
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telescope, or standing before a blackboard, to the study of Saturn's fascinating 
ring system. We have been truly fortunate in our time to receive a great 
harvest of knowledge, made possible by enormous technological advances 
and the dedicated efforts of the hundreds of women and men of the Pioneer 
and Voyager projects. It is clear, however, that our main questions about the 
rings, as to how they were originally created and what gives them their elegant 
form, remain largely unanswered. Our recent work has only explored the tip 
of the iceberg of knowledge we must eventually possess. However, true 
synthesis of this knowledge has only begun, and a deeper understanding will 
surely follow. 
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APPENDIX 

In this appendix, we briefly sketch the concepts and approach of radiative 
transfer theory as applied to the remote sensing of planetary rings. The ap
proach most often applied, which assumes a many-particle-thick slab of scat
tering and/or absorbing particles, generally follows that of Chandrasekhar 
(1960). Many practical aspects of such solutions are reviewed by Hansen and 
Travis (1974) and Irvine (1975). It must be kept in mind, however, that certain 
aspects of the ring behavior may require monolayer-like treatment. One 
example is the scattering of radio waves by IO-meter-diameter particles in a 
layer of thickness only several times larger (Sec. 111.C). 

Individual particles of radius r have a total interaction with radiation of 
wavelength 'A. described by their cross sections for pure (lossless) scattering 
Q 81rr' and for pure absorption Qa1rr2. where Q 8 and Qa are efficiency factors. 
The total extinction of energy from an incident beam is proportional to Qe1rr2 

where Qe = Qa+Q •. The particle's albedo for single scattering w0 = Q.IQe

In general, the efficiencies Qa and Q. are not strongly dependent on particle 
shape (Pollack and Cuzzi 1980). The angular distribution of the scattered 
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radiation is described by the phase function P ( 0), where the scattering angle 
0 is generally measured from the direction of the incident beam, and P (0) is 
normalized over solid angle such that ½ J: P(0) sin 0 d0 = I. Particle 
efficiencies and phase functions depend primarily on the ratio of particle size 
to wavelength, usually expressed by the nondimensional size parameter x = 
2m-/>.., b~t also on the complex refractive index of their constituent material 
(see, e.g., Kerker 1969; van de Hulst 1957; Hansen and Travis 1974). All 
efficiencies are low for x<< 1 (as seen, e.g., in Fig. Al); i.e., the particles are 
essentially transparent to the wave. The scattering ability of a particle in
creases rapidly as x increases towards unity, and in the Mie scattering regime 
l<x<lOO, Q. may be much larger than Qa, so that, for low-to-moderately
absorbing materials, QslQe = w0 ~ 1, while Qe;-::1. It is possible to find Qe>2 
in this range of x (see, e.g., Hansen and Travis 1974). This domain charac
terizes the observed scattering behavior of the ring particles in the wavelength 
range of roughly 1 to 10 cm, and explains why the thermal emission from the 
particles, proportional to (l-w0)! (see, e.g., Horak 1952), is so small at these 
wavelengths while their combined optical depth is substantial (Qe ~Q, ~ l). 

For x > > l, the total extinction efficiency approaches the physical optics 
limit: rigorously, Qe=2; i.e., a particle removes exactly twice its cross
sectional area from the incident beam. This is known as Babinet's paradox (or 
principle) and arises because the particle reflects or absorbs an energy of m- 2 

times the incident flux, and diffracts an equal amount of energy. This be
havior is basic to the understanding of certain observations, as seen below. 

Figure A2 demonstrates typical variation of particle phase functions with 
x. Forx<<I the particle is a Rayleigh scattererP(0) ~ (l+cos20) and 
scatters equal amounts of energy into the forward and backward directions. As 
x increases, the scattering becomes more forward-directed and concentrated in 
an increasingly narrow lobe about the forward direction. This is in essence a 
diffraction effect, and the width of the forward lobe ( ~ >..!2r) is practically 
independent of shape and composition for randomly oriented particles (Pol
lack and Cuzzi 1980, and references therein). For extremely large particles 
(x>> 1 or r>>A), the forward lobe becomes so narrow that it is indistin
guishable from the incident beam under normal conditions. By Babinet's 
principle, the forward diffraction lobe contains the energy equivalent of 
Qs~l. If this energy is no longer perceived as removed from the beam, the 
familiar geometric or ray optics limit (Q e ~ 1) is attained. However, in the 
special case of the Voyager radio occultation experiment, the phase-coherent 
nature of the directly transmitted signal distinguishes it unmistakably from 
even infinitesimally displaced forward-scattered radiation which, arriving 
from a different region of the rings, has a slight, but measureable, Doppler 
frequency shift relative to the directly transmitted beam. Thus, for this exper
iment, Qe~ 2 for x>> l. This difference must be borne in mind when com
paring radio occultation results with ''geometric optics'' results at visible 
wavelengths obtained without coherent detection. 
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Fig. A2. Typical particle phase functions P(0), where 0 is the scattering angle from the 
incident direction. Phase functions (I) and (2), with g = 0.7-0.9, are representative of 
wavelength-sized. forward-scattering particles. Phase function (I) is a head-to-tail 
Henyey-Greenstein approximation, and (2) is an exact Mie-scattering calculation. Function 
(3) is a Henyey-Greenstein (g = -0.3) approximation to (4), the Lambert sphere phase 
function. Function (5) is the Calliso phase function, which is somewhat more sharply peaked 
towards backscatter than that of Lambert spheres (Pang et al. 1983a; see also Fig. 4). 

In the geometric optics limit, only radiation reflected off the surface of 
the particle is perceived as scattered. A simple model for the phase function of 
macroscopic particles is obtained by assuming that their surfaces are Lamber
tian (i.e. perfectly diffusing [Harris 1961]). This produces a primarily 
backscattering phase function (see Fig. A2). Realistic surfaces such as that of 
the Moon are even more highly backscattering with phase functions that 
exhibit a narrow, intense peak at direct backscatter due to high-porosity sur
face structure (see Sec. II). Ring particles exhibit all of the above varieties of 
scattering behavior over the range of wavelengths observed. The degree of 
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forward scattering of a particle phase function is generally expressed by its 
anisotropy parameter g: 

where - 1 ,;.;; g ,;.;; l; g = 1 corresponds to pure (undeviated) forward
scattering, g = 0 to isotropic scattering and g = - I to pure backscattering. As 
a meaningful approximation, the Henyey-Greenstein phase function, 
parameterized by g, is often used (cf., Irvine 1975): 

, 
PH-G (0) = (l-g')/(1 + g 2 -2g cos0)'. 

The phase function P ( (•), A, r) is in general a phase matrix which 
describes the entire polarization state of the scattered radiation (see, e.g., 
Hansen and Travis 1974; Chandrasekhar 1960, p. 40). Very small (Rayleigh 
scattering) particles (x < < 1), may produce a large ( - 100%) polarization at 
intermediate phase angles because they scatter as dipoles. For larger particles 
which are smooth and spherical, each scattering produces a smaller 
(- 10-60%) polarization in any direction. Because multiple scatterings 
further randomize scattering angles, multiply-scattered, even initially 
polarized, radiation is essentially depolarized after multiple scattering by 
spheres; this is certainly even more true of randomly oriented, irregular parti
cles which depolarize more on single scattering (Cuzzi and Pollack 1978; Liou 
and Schotland 1971). However, the polarization remnant from the single 
scattering can contain useful information on particle shape and surface struc
ture on the scale of a wavelength or larger. 

The scattering, emissive, and absorptive properties at wavelength A of a 
homogeneous layer of vertical thickness 2z 0 containing particles of size distri
bution n(r) are determined by the size-averaged layer optical depth 7(11.), 
phase function P(0, A), and particle albedo w0 (A), where for example 
(Hansen and Travis 1974): 

7(11.) = 2z 0f n (r) rrr'Qe (A, r)dr (Al) 

In transversing a layer of optical depth 7 at angle 0 to the layer normal, 
•'direct'' radiation is extinguished, or reduced in intensity, by a factor e -Ticose, 

where 7 contains, when x>> 1 for example, Qe = 1 or 2 for incoherent or 
coherent radiation, respectively. In contrast, for a monolayer the extinction is 
proportional to (e-T) Ci!cos0 where Ci (7, 0) is a particle blockage function 
(Froidevaux 1981). 

Coherent, monochromatic incident radiation, as in the Voyager radar 
occultation and bistatic scattering experiment, allows two other measurements 
to be made (Marouf et al. 1982; Eshleman et al. 1977). For x<< 1, individual 
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particles are sensed primarily as an homogeneous dielectric layer of some 
effective refractive index which is a simple function of the number density and 
refractive index of the particles (see, e.g., van de Hulst, 1957, Ch. 6.). 
Passage of a beam of coherent radiation through such a refractive medium 
produces both a decrease in amplitude and a phase shift of the coherent signal. 
The decrease in amplitude is very small, but the phase shift "bends" the ray 
so that it appears to be coming from a slightly different part of the rings. 
Because each part of the rings has different relative velocity with respect to 
the spacecraft, the bent ray, although still unscattered and coherent, arrives 
with a different Doppler shift, or frequency offset, from the nominal signal. 
This difference may easily be detected with narrowband telemetry receivers, 
making the phase of the coherent signal a very sensitive tool for measuring 
n(r) for r<< A. Large particles (r> A) mainly diminish the intensity of the 
coherent signal by scattering and absorption, and do not affect the phase 
significantly. Secondly, the power scattered by the particles is randomized in 
phase and in direction, and comes from a range of angles surrounding the 
incident direction. It is therefore seen Doppler-shifted into a band of frequen
cies because of the differences between the orbital velocities of adjacent ring 
regions and the velocity of the spacecraft. This ''incoherent signal'' is 
analogous to the scattered intensity of traditional (scalar) radiative transfer 
discussed earlier with one important exception; namely, the scattered energy 
is measureably Doppler shifted and this provides information on its source in 
the ring plane. The Voyager I radio occultation trajectory was designed 
specifically to orient Doppler contours with lines of constant orbital radius, to 
optimize radial resolution (Marouf et al. 1982). The incoherent, or diffusely 
scattered, radiation may be computed by a variety of techniques for the 
many-particle-thick layer (Chandrasekhar 1960; Hansen and Travis 1974; 
Irvine 1975). For the Voyager experiment, the scattering geometry is highly 
forward, allowing certain special methods to be used. In radiative transfer 
approaches, it is generally assumed that the particle spacing is random and 
sufficiently large compared to the wavelength that interference or near-field 
effects are negligible. This assumption may be called into question for certain 
microwave observations. Although coherence effects are not likely to be 
major for the rings, particle close-packing effects will be significant (Sec. 
111.C) and certainly deserve further investigation. 

In the typical radiative transfer approach, the scattering layer is charac
terized by a diffuse reflectivity function S [r, P( 0), w0 , 0 ' , cf, ' , (), cf,] and a 
diffuse transmissivity function T [r, P(f>), w0 , ()', cf,', (), cf,] where the 
parameters are defined in Fig. A3. These functions are, in general, matrices 
which determine the complete polarization state of the scattered radiation. We 
will treat them as scalars and speak only of total intensity. Then, for incident 
radiation of flux nF (erg cm-• s-') in the plane perpendicular to the beam 
from direction (8', cf,'), the intensity (erg cm-2 s-' str-') viewed from direc
tion (8, cf,) is 
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Fig. A3. Geometric parameters: rrF = incident flux (W cm-'), i = 0' = incidence angle, 
E = 0 = emission angle, 0 ii;; scattering angle, a = phase angle = rr - 0; B and B ' are the 
usual viewer and solar elevation angles used to describe groundbased observations. The 
surface normal is ,i. The azimuthal difference ¢, - <f, ' is also shown. 
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I scatt (0 < 1r/2) = 4cos0 s' [ ... ] 
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/ trans (0 > 1r/2) = 
F 

4cos 0 
T[ ... ] . 

(Below we use the standard notationµ, = cos 0, µ,' = cos (J' .) For compari
son, the classical geometric albedo p of such a layer is !IF = p = Sl4µ,, and 
the standard radar cross section of such a slab (the fractional area filled with 
perfect, isotropic reflectors; see, e.g., Muhleman [1966] and Pettengill 
[1978], is equal to SIµ, (Cuzzi and Van Blerkom 1974). Of course, because 
transmitted radar power is of a single polarization and reflected power is 
always at least partially depolarized, the radar cross section must be measured 
in both orthogonal polarizations, and added to give a true measure of S (see, 
e.g., Ostro et al. 1980a). For incident circular polarization, smooth spheres 
backscatter the "orthogonal" sense O. For incident linear polarization, they 
reflect the ''same'' sense S. A combination of particle irregularity and multi
ple scattering causes radiation to appear in the orthogonal polarization. The 
linear depolarization ratio is defined as fh = PoLIPsL, and the circular de
polarization rate is Be = PsclPoc- The radar depolarization ratio 8 is useful for 
constraining particle surface structure on a macroscopic scale. 

For an optically thin region, or for low-albedo particles, single scattering 
dominates (Chandrasekhar 1960, p 172): 
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( µ,µ,' ) S, (T, P(0), w0 , µ,', </>', µ,, </>) = µ, + µ,, P (µ,', </>', µ,, </>) X 

l ( -T(/J,' + µ,) )] l - exp , 
µ, µ, (A3) 

The multiple scattering contributions (S-S.) and (T-T.) vary with parti
cle albedo and phase function, layer optical depth, and illumination and 
viewing geometry. Figure A4 shows the variation of S-S, with various 
parameters. For moderate optical depths T ~ I and high particle albedos w0 ~ 

0. 7, they are substantial unless the ring layer is illuminated and viewed near 
grazing incidence. Because /, = S, I 4µ, is essentially independent ofµ, for T ~ 
land the range ofµ, relevant to the rings' situation (cf. Eq. A3), it is obvious 
that multiple scattering in a many-particle-thick ring of moderate optical depth 
provides a natural explanation for the observed increase in ring brightness 
with increasing ring tilt angle, as in the case of the tilt effect at visible 
wavelengths (Secs. II and III.A). Similar arguments will eventually become 
useful concerning the radar tilt effect, when it becomes better characterized. 

1.1 

1.0 

,9 

,8 

,1 

TOTAL REFLECTIVITY 1/F 

,2 .3 

(xlO) 

.4 .5 

' "' 

MULTIPLY SCATTERED 
FRACTION OF REFLECTIVITY 

cosi = cos€ 

Fig. A4. Total reflectivity I IF. and its multiply-scattered fraction (S-S ,)/S, as a function of 
optical depth and elevation angle for several particle albedos and phase functions. The 
curves are in pairs with (a) for T = 1.5 and (b) for T = 0.2. Each pair is labeled by the 
particle single-scattering albedo (0.99, 0.60, 0.20) and whether the phase function is that of 
Callisto (C) or a forward-scattering Henyey-Greenstein (H) with g = 0. 7. The calculations 
are for phase angle a = 6°. 
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For a monolayer, there is less particle surface area available for high
order scatterings and they are, thus, less important. Any geometrical variation 
in brightness must arise either from variations in fractional area obscured, 
including finite-particle shadowing effects, or from surface microstructure 
(Hameen-Anttila and Vaaraniemi 1975; Froidevaux 1981). These approaches 
have not been successful at visible wavelengths. Hameen-Anttila and Vaa
raniemi have found that the observed tilt effect may only be produced if the 
individual particle surfaces have zero reflectivity, like a Lambert surface, as 
(B ', B) approach 0. This is quite unlike the behavior of any real solar system 
object. The Moon, for instance, has constant reflectivity as (B', B) approach 
zero (Harris 1961). Also, it would be impossible to produce the observed 
opposition effect in the surfaces of such particles. Jantunen (1982) has ex
tended this approach to a slightly thickened inhomogeneous layer which is 
less dense at its upper and lower limits. This removes the Lambert surface 
constraint from the tilt effect, but implies a tilt-angle-dependent opposition 
effect which is not observed (Esposito et al. 1979; Thompson et al. 1981; 
Lumme et al. 1983). Therefore, it seems that the visible-wavelength observa
tions really do require a many-particle-thick layer. This model is theoretically 
justified for short-wavelength observations, because the bulk of particle sur
face area (T) is presented by the numerous small particles 1 cm<r< 1 m, 
which are probably distributed in exactly such a layer (Sec. II). However, the 
monolayer approaches may find use in the analysis of longer-wavelength 
radio and radar observations which are most sensitive to the largest ring 
particles which may, in fact, lie in a layer of thickness only a few times their 
own size (see Sec. III.C; chapter by Stewart et al.). 

Thermal emission from the ring particles is also an important diagnostic, 
as discussed in Sec. III.B. The solution to this problem consists of two parts: 
determining the particle physical temperature from a thermal balance, and 
interpreting the observed flux, or brightness temperature, which arises from 
summing the thermal radiation from each particle along the line of sight. An 
important difference between the models is that particles at optical depth T ' in 
a multilayer of total optical depth T are illuminated by sunlight of reduced 
intensity whereas all the monolayer particles not physically blocking each 
other are in full sunlight. Thus, the thermal balance may be written for the 
monolayer: 

and for the multilayer: 

7T 

E<TT~ 

7T 
(A4) 

(A5) 
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where r is particle radius, A is bolometric Bond albedo, Ts and !18 are Saturn's 
effective temperature and subtended solid angle, Tv and Tv (r') are particle 
temperature, OR is the effective solid angle subtended by ring particles, e is 
infrared emissivity, and a- is the Stefan-Boltzmann constant. Also,/ describes 
whether the particles radiate their energy primarily over one hemisphere 
(/=2) or over their whole surface (/=4). For isothermal particles, either fairly 
small or rapidly rotating on the scale of a thermal relaxation time, f=4. Also, 
C, (r, µ,') and C 2 (r) are physical blockage functions (Froidevaux 1981) anG 
H( r' , r) is an integral over thermal emission from particles in the layer, of 
the form 

f' fr' a-T;(g) -(r'-g) dg 
H(r' ,T) = 21r --- exp --- - dµ, + 

0(1 7T µ, µ, 

.() f T a-T;(o (-(t-r')) dg + 21r j ---exp --- - dµ, 
-1 T' 1T µ, /J,, 

(A6) 

which may be rewritten in the form 

where £ 1 (r', t) is the first exponential integral (Kawata 1979; Mihalas 1970). 
The form of H(r', r) also depends on whether f=2 or f=4 (Kawata 1982). 

Saturn's contribution to the energetics is given by the second term on the 
left-hand side of Eq. A4 or A5. It is this term which establishes the lower limit 
to particle temperature, when the rings are edge-on. An initial estimate of this 
was given by Cuzzi and Van Blerkom (1974) and used by Kawata and Irvine 
(1975) and Kawata (1979, 1982). More careful estimates (see, e.g., 
Froidevaux 1981) are certainly possible. We have not included terms 
explicitly representing the diffusely reflected solar radiation, because the con
tribution is small (Aumann and Kieffer 1973); however, any exact treatment 
should include it (Kawata and Irvine 1975). It must also be noted that Eqs. A4 
and A5 neglect the time-dependent nature of the problem; particles move 
vertically throughout the layer and its radiation field on a time scale compara
ble to the thermal radiative relaxation time. This must eventually be consid
ered in thermal modeling of the many-particle-thick layer. 

The brightness temperature T 8 is the temperature producing the intensity 
observed at a given wavelength: 

B(T B, µ,) = Er B(Tv(T I)) e-T'!µ, dr I/µ,, 
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where B is the Planck function. Assuming Tp (T') is constant = Tp, we get 
the familiar multilayer result 

and the somewhat similar monolayer result 

The low optical depth of the C Ring (-0.1) explains the low brightness 
temperature for the C Ring and its increase with decreasing ring tilt (Sec. 
III.B), in spite of the high physical temperature of the C Ring particles which 
results from both their low albedo and their larger energy input from Saturn's 
thermal emission. 

At far-infrared and millimeter wavelengths, the particle albedo increases, 
and scattering may not be neglected. The thermal emission problem then 
becomes much more complex (Horak 1952; Cuzzi et al. 1980). At longer 
microwave wavelengths (1\ > 1 cm), the particle albedo is so high that 
emission may be neglected. The ring brightness is then determined by essen
tially conservative (w0 - l) scattering of the planetary thermal microwave 
emission, and the solution may be obtained using the S and T functions (Cuzzi 
and Van Blerkom 1974; Cuzzi et al. 1980). 
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The Jovian ring is tenuous, with little known substructure. Its brighter main 
band lies in Jupiter's equatorial plane at about I. 7 -1.8 R J, well within the 
Roche limit. Micron-sized grains account for most of the visible ring's bright
ness, but particles with sizes of centimeters and larger must also be present to 
absorb charged particles. Since dynamical evolution times and survival 
lifetimes for micron grains are quite short ("' JO'-'' yr), the visible Jovian ring 
must be continually replenished; probably most small grains are generated by 
micrometeoroids colliding into unseen parent bodies that reside in the main 
band. The halo is composed of yet smaller particles, is radially localized ( -1.3 
RJ - 1.7 RJ) and has significant vertical extent (-10• km), probably due to 
electromagnetic forces. The E, F, and G Rings of Saturn share many properties 
with Jupiter's ring: they have low optical depths, are immersed in a magneto
spheric plasma, and contain a significant complement of micron-sized particles. 
Their natures are not as clearly understood as that of Jupiter's ring. All of these 
rings are distinguished in two fundamental ways from the rings of Uranus and 
the major Saturnian rings: single-particle dynamics, rather than collective 
effects, most likely govern their form, and the majority of ring particles have 
quite limited lifetimes. 

Oftentimes trivial amounts of matter can provide enticing clues as to 
possible past or future events. Isotopic anomalies in meteorites illustrate the 
point, as does perfume in a more personal realm. Jupiter's ring and the faint 
outlying Saturnian rings may be other examples, because their insubstantiality 
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and relatively simple form allow fundamental processes to be highlighted. In 
other ring systems these same phenomena, though active, may be obscured by 
collective effects. 

The three outermost rings of Saturn-its E, G, and F Rings-and Jupi
ter's ring each contain a significant component of micron-sized grains. All of 
these rings reside in fierce magnetospheric environments. Accordingly, the 
local thermal plasma/trapped particle population plays an important role for 
the typical particle; it may govern the particle's lifetime either through orbital 
evolution by plasma drag or through the particle's elimination by sputtering. 
In addition, the local plasma influences the particle's dynamics by determin
ing the particle's electric potential and thereby the strength of the elec
tromagnetic force perturbation. Moreover, all these rings (except the G Ring) 
are known to have nearby or embedded satellites, and all (except certain parts 
of the F Ring) have very low optical depths. 

In this chapter we first summarize the observations of the Jovian ring 
(Sec. I); emphasis is placed on the findings of Showalter et al. 
(1983a ,b, 1984 ), since this as yet unpublished work refines several previous 
interpretations of Jupiter's ring. Section II then outlines the available observa
tions of Saturn's tenuous rings. In Sec. III we discuss processes that might be 
important in the workings of ethereal rings (cf. chapter by Griin et al.). Finally 
we show how these processes may explain the observed ring structures of 
Jupiter (Sec. IV) and Saturn (Sec. V); however, we largely defer to the 
chapters by Cuzzi et al. and Dermott insofar as the F Ring's dynamics is 
concerned. 

Properties of Jupiter's ring have been compiled previously by Burns et al. 
(1980), Jewitt and Danielson (1981), and Jewitt (1982). General reviews of 
planetary ring systems, including Jupiter's, have been made by Ip (1980b ), 
Goldreich and Tremaine (1982), and Cuzzi (1983). The chapters by Cuzzi 
et al. and Grun et al. also contain information on the diffuse rings. 

I. DESCRIYfION OF JUPITER'S RING 

Jupiter's is the only ring system to have been discovered by spacecraft. 
When energetic particle fluxes were measured by Pioneer 10 to be unexpect
edly low inwards of Amalthea's orbit (see Fig. 1), Acuna and Ness (1976; see 
also Fillius 1976) proposed that an undiscovered ring or a satellite might be 
the cause. Since other explanations for the reduced flux levels were available, 
little heed was paid to the suggestion. The only image of the ring obtained on 
Voyager l's passage through Jupiter's equatorial plane (see Fig. 2; Smith et 
al. 1979a) demonstrated undeniably that a ring was the cause of the dips in the 
charged particle data. Jupiter's ring system was much more clearly viewed by 
Voyager 2 (Smith et al. 1979b; Owen et al. 1979) from a few degrees out of 
the ring plane in both forward-scattered (Figs. 3 and 4) and backscattered 
(Fig. 5) light. These figures are not only representative of Voyager images but 
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Fig. I. Intensities of trapped radiation measured by Pioneer 11 as it approached and receded 
from Jupiter. Particle absorptions are due to Amalthea (NI and N4) and the then
undiscovered Jovian ring (N2 andN3). (Figure from Fillius et al. 1975.) 

they are also about the only representatives; as tabulated by Owen et al. 
(1979), Voyager took six wide-angle and eighteen narrow-angle images, of 
which we show ten. 

A. Morphology 

Due to its diaphanous nature (normal optical depth T---: 10-" typically) and 
the limited information available, even the most general structure of Jupiter's 
ring remains in dispute. It has been described by Jewitt and Danielson (1981; 
cf. Owen et al. 1979; Smith et al. 1979b; Ip 1980b) as having three compo
nents: bright band,faint disk, halo (see Fig. 6a). Significant smearing in the 
images, due to spacecraft motion during the long exposures required by the 



Fig. 2. The first view of the Jovian ring actually showing six separate images (the parallel 
straight lines extending from lower left to upper right), each obtained as the spacecraft 
paused during its nodding limit-cycle motion. The jagged hairpin lines are star trails smeared 
by the same spacecraft motion. Each ring image has an effective exposure of about one 
minute. The ring is seen here in backscattered light as Voyager 1 passed near the ring plane 
(narrow-angle frame FDS 16368.19). (Figure from Smith et al. 1979a .) 

...... 

Fig. 3. A mosaic of wide-angle frames (FDS 20691.27-20691.47, 20693.02) taken at high 
phase angles while Voyager 2 was in Jupiter's shadow looking back toward the Sun. Jupi
ter's limb is highlighted as a result of forward-scattering by the hazes comprising the planet's 
upper atmosphere. (Figure from Jewitt 1982.) 
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Fig . 5 . Backscatter image of Jovian ring. Sub
stantial contrast enhancement allows the near 
and far arms of the ring to be seen in backscat
tered light. These are Voyager 2 frames FDS 
20612 .27 and 20612.31, taken from about 2~5 
above the ring plane at a range of 2 x IO' km. 
(Figure from Owen et al. 1979.) 
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faintness of the rings, limits the resolution to -600 km (-0.01 RJ). To this 
accuracy the bright band, as seen in forward-scattered light, starts abruptly at 
1.81 RJ and ends more gradually at about 1.72 RJ, where it has been consid
ered to blend into afaint disk which Owen et al. (1979; cf. Jewitt 1982) state 
to be continuous down to the planet's cloudtops (see next paragraph, how
ever). The halo in this model enshrouds both the band and the disk, and is 
lens-shaped, being thickest (h -10• km) near the planet but considerably 
reduced over the main band. By contrast the full vertical thickness of the main 
band as seen edge-on in the discovery image is h ,s; 30 km. The entire ring 
lies easily within the planet's Roche limit. 

Showalter et al. (1983a,b, 1984) have reanalyzed the Voyager 2 images 
with a modern video display system. They were surprised by the information 
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a. b. 

Fig. 6. (a) The model of Jewitt and Danielson (1981) showing main band, halo and faint disk. 
(b) A sketch of the main band and a radially confined torus according to the Jovian ring 
modelofShowalteretal. (1983a, 1984). 

contained in these fuzzy images and have used it to improve the understanding 
of ring morphology and particle properties. Isophotes of the observed bright
ness levels are given in Color Plate 9 for the ansa and in Color Plate IO 
(see Color Section) for the planetary shadow region. Showalter et al. 
(1983a, 1984) point out that an abrupt dropoff in brightness would be seen 
across the intersection of Jupiter's shadow with the ring plane if an equatorial 
disk of material were present. Since no drop is apparent (compare Color Plate 
IO with Fig. 6), they argue that the faint disk does not exist at all; rather it is 
merely a manifestation of the halo. 

Two features at the shadow boundary (Plate 10) indicate that the halo it
self must be radially confined, with most of its material concentrated just inside 
the bright band. First, the isophotes near the point where the planet's shadow 
cuts the main ring are parallel to Jupiter ·s limb and brightness levels drop 
swiftly. Second, a series of slight bumps in the isophotes above the far arm 
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mimic the shape of the planet's limb; this suggests radially localized material 
extending well above the ring plane. The halo must have substantial vertical 
extent and an intensity that gradually diminishes with height. This is addition
ally demonstrated by the shapes of the isophotes at the ansa which, as Jewitt 
and Danielson (1981) also contend, indicate out-of-plane material rather than a 
radial extension to the ring. The putative faint disk, first described by Owen et 
al. (1979) and later by Jewitt and Danielson (1981), can now be understood as 
due to two overlapping halo sheets, one associated with the near arm of the 
ring and the other with the far arm. The Jovian ring, as sketched in Fig. 6b 
(Showalter et al. 1983a, 1984), has a main band (with the properties already 
described) which circumscribes a toroidal halo, whose full vertical extent is 
- 2 x 10• km and whose radial extent is perhaps - 3 x 10• km, depending 
upon what density level one wishes to consider as the boundary. It therefore 
stretches from the main ring's inner edge at - 1. 7 RJ to - 1. 3 RJ. 

Beyond the gross breakdown into these components, little other structure 
is noticeable in the images. A brightness intensification of -10% extends 
over -0.01 RJ centered around -1.79 RJ (see Jewitt's Fig. 3, 1982); in 
backscattered light this enhancement seems heightened to - 50%. The Voy
ager 2 narrow-angle images may hint at additional radial structure, but they 
were smeared too much during the long exposures to be unambiguous. 
Haemmerle et al. (1982) have attempted to desmear these images, using 
visible star trails as guides. They find several low contrast features in the 
bright band, but in view of how difficult it is to deconvolve a noisy, smeared 
image, these periodic ringlets may merely be artifacts of the Fourier Trans
form processing. 

Attempted occultations of the Voyager 2 radio signals (Tyler et al. 1981) 
at wavelengths of 3.6 cm and 13 cm identified no structures larger than 40 km 
(120 km) with T > 10-• (2 X 10-•). A stellar occultation (Dunham et al. 1982), 
which was capable of detecting any rings of T > 8 x 10-3 broader than 13 km, 
discerned nothing. The charged particle absorption data (Fillius 1976; Pyle et 
al. 1983) can be interpreted as caused by a ribbon of boulders (see Sec. I.D. 
below) somewhat narrower than the visible bright band (Fillius, personal 
communication, 1980). 

A few other points complete the information available on the Jovian 
ring's morphology. The main ring is not appreciably eccentric (e :es0.003). 
The halo may be slightly asymmetric about the ring plane; Jewitt and Daniel
son (1981) reported it to be shifted about 300 km south, a small but significant 
inclination of 0~ 1. The precise nature of the halo's asymmetry is not yet 
certain in Showalter et al. 's revised morphology, because it is nontrivial to 
separate ring morphology cleanly from the photometric properties of the halo 
grains. The only published groundbased picture (see Fig. 7; Jewitt et al. 1981) 
places the edge at 1.81 (± 0.01) RJ, but at 1.78 (± 0.01) RJ after correction 
for smear and seeing-broadening. Although this value seems contradicted by 
the Voyager measurements, it has not received comment. 
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Fig . 7. A picture of Jupiter and its ring taken at 0.9 ,_,m with a CCD attached to the 5-m Hale 
telescope. Amalthea is visible at the extreme left edge. (Figure from Jewitt et al. 1981 .) 

Limits can be placed on the presence of any additional rings. As noted 
above, occultations of the spacecraft and a star rule out rings that are narrow 
and relatively dense (although still ethereal by most standards); the stellar 
occultation did not, however, probe inside ~ 1.75 RJ, and so narrow rings 
could exist close to the planet. In addition, Jewitt et al. (1981) would have 
noticed any other rings with more than one-tenth the integrated backscattered 
brightness of the known ring at 0.9 µm, and they did not . Showalter et al. 
(1983a; Burns et al. 1983) have detected a very faint ring that extends beyond 
the main band to 180 (± 6) x 103 km; Amalthea at 181,300 km likely defines 
its outer edge . With a brightness of about 1 % of the main ring, the optical 
depth of this gossamer ring would be like that of Saturn's E Ring. However, 
owing to the difficulty of properly subtracting the variable background off 
the Voyager images, this "discovery" must remain tentative. 
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Fig. 8. Reflection spectra of the Jovian ring and Amalthea between 0.9 and 2.5µ,m. (Figure 
fromNeugebaueretal. 1981.) 

B. Spectrophotometry 

Difficult Earth-based measurements of the Jovian ring reflectance spec
trum have been performed by Smith and Reitsema (1980) as well as by 
Neugebauer et al. (1981) to determine ring particle composition. The former 
measurements were made in the optical band (0.55 to 1 µ,m) while the latter 
were taken at five infrared wavelengths between 1.7 and 2.4 µ,m. As dis
played in Fig. 8, they indicate that the spectrum is flat to reddish, quite like 
that of the Moon or Amalthea. From the absence of absorption features, 
water, methane, and ammonia ice may all be ruled out as major ring con
stituents. A silicate or carbonaceous composition has therefore been inferred. 
Such compositions are consistent with possible solutions for the particle's 
refractive index deduced by Griin et al. (1980) and ey Tyler et al. (1981) from 
photometry. 

One should be cautioned, however, that the measured spectra by no 
means require carbonaceous or silicaeous grains. More exotic compositions, 
such as metallic grains coated by Io-derived sulfur, could also match satisfac
torily. Gradie et al. (1980) contended with similar uncertainties when they 
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Fig. 9. Phase diagram for Jupiter·s ring in forward-scattered light. Jewitt and Danielson 
(1981) measured the values shown by crosses; "N"" designates near-arm photometry. They 
are compared against single particle-sized phase functions for x = 20 (r = 1.5 f.Lm) and 
X = 30 (r =2.2 f.lm). 

studied the surface of Amalthea, for which much better data exist. Car
bonaceous grains are perhaps most likely on cosmogonic grounds, but this 
reasonable inference cannot be verified. This issue is of more than passing 
interest because composition implies electrical and mechanical properties 
which enter models of origin and evolution. 

C. Photometry 

The Voyager 2 cameras revealed the ring to be roughly twenty times 
brighter in forward-scattered light than in backscattered light (Owen et al. 
1979); the stronger forward-scattered signal is apparent in a quick comparison 
of Fig. 5 (backscatter) with Figs. 3 and 4 (forward-scatter). These relative 
brightnesses imply that diffraction is dominant and thus that particle circum
ferences are on the order of the wavelength of the light. Jewitt and Danielson 
(1981) measured the ring particles' phase function (see Fig. 9) for a limited 
range of scattering angles (4° to 6°) from Voyager 2 images taken through 
a clear filter (effective wavelength -0.47 µm). They concluded that the 
equivalent Mie scattering spheres would have a mean radius of about 
2.5 µm, correctto within a factor of two. 

More sophisticated photometric models by Tyler et al. (1981) and Griin et 
al. (1980) have attempted to specify simultaneously both size distribution and 
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optical properties. Such attempts are instructive, though doomed to provide 
nonunique identifications since more parameters are introduced than are 
needed to represent the measurements. Both groups model the size spectrum 
as a power law 

n(r) dr = cr-p dr, (1) 

where n(r)dr is the number of particles in the size range from r tor + dr and 
where C and p are constants; for such a power law, equal cross-sectional areas 
are present in equal increments for p = 2, but in equal log increments for 
p = 3. Collisional ejecta have p = 3.4 (Griin et al. 1980) so then small par
ticles account for most of the area, but large ones contain most of the 
mass. Dohnanyi (1978) demonstrates that 2.5 <p <4.5 for interplanetary 
debris. Griin et al. (1980) attempt to best duplicate the phase function in the 
visible while Tyler et al. (1981) also include upper limits on optical depths 
at longer wavelengths (see below) to guide their solution. The latter authors 
find that the data fit a steep spectrum (3 ,,:; p ,,; 4) with a lower cutoff at r = I 
to 2 µm. On the other hand, Griin et al. (1980) choose a very flat spectrum 
(p = 0.4) and fix the lower cutoff (r ~0.2 µm) for arguable dynamical rea
sons, and then find that the photometry is best matched with an upper 
cutoff at r = 2.5 µm. Both of these models contain a preponderance of 
2 µm particles, and so in a sense they are not very different from Jewitt and 
Danielson's (1981) monodispersed description. 

In this connection, we point out that forward-scattered light tends to 
highlight those particles in the population which are comparable in size to A, 
the wavelength of the observation. This occurs because diffraction dominates 
the forward-scattered signal and the half-angle of the diffraction lobe -7r/x 
with x == 27T r/'A. Hence measurements taken at scattering angle 0 emphasize 
particles of radius r - A/20. For the existing Jovian ring images, this radius is 
- 2.5 µm and so it is perhaps not surprising that the presence of micron-sized 
particles has been inferred. Indeed, by the above argument, this general size 
range was predetermined before any measurements were taken. That is to say, 
while the photometry indicates that micron-sized grains must be present in 
Jupiter's ring, it should not be construed as prima facie evidence against 
particles much larger or smaller than a micron. 

As a specific example of this principle, in the neighborhood of 0 = 5°, 
phase functions of single spheres with x = 10 to 20 are quite similar to those 
for continuous power law size distributions with p = 1-4. Fig. 10 shows that 
at small scattering angles the phase function slopes for p = 1-4 overlap those 
forx = 10to50(cf. Showalter et al. 1983b, 1984). However,foranyofthese 
untruncated power laws, the concept of a "typical particle size" makes no 
sense, even though some particle size might duplicate the phase behavior near 
some 0. This simple exercise calls into question the oft-observed fact that the 
particles of Jupiter's and Saturn's diffuse rings (when detected at small scat-
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Fig. 10. Phase function slopes for scattering by single particles (x = 2TTr!A = 20, ... ) and 
untruncated power law size distributions (see Eq. I, p = 1-4). 

tering angles) always tum out to be of order 1 µ,m, comparable in size to the 
Voyager wavelengths. On the basis of our simulations (see Fig. 10) we expect 
that if the measurements had been taken at other small scattering angles, other 
x values (but still of order 10 to 102) would dominate the scattering for the 
same suite of power laws. Hence, to well constrain a particle size distribution, 
better phase coverage is necessary. 

Showalter et al. (1983b, 1984) have incorporated the pairs of wide-angle 
violet(,\ = 0.41 µ,m) and orange (,\ = 0.62 µ,m) images into their reexamina
tion of the forward-scattering photometry. They find comparable phase 
brightening of the main band at both wavelengths, which is incompatible with 
a single particle size. Instead, a distribution of particle sizes must be present, 
with perhaps a broad peak in the 2 µ,m range. They observe less phase 
brightening in the halo than in the bright band, though it is quite difficult to 
deconvolve phase effects from the ill-determined halo geometry; nevertheless 
this suggests that halo particles are smaller. Furthermore, they find evidence 
that the combined populations of both band and halo obey a broad power law 
distribution, with index p = 2 to 3. This distribution extends from tenths to 
tens of microns, with the larger particles in the bright band and smaller ones in 
the halo. 
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Once the particle size distribution is specified, the observed 20: I ratio of 
backscattered to forward-scattered intensity can be used to restrict the mate
rial's refractive index to a narrow range. In this way Griin et al. (1980) 
maintain that the ring particles are silicates and not water ice. In a somewhat 
more complete survey, but one with a similar philosophy, Tyler et al. (1981) 
consider a variety of relatively steep power laws (2 < p < 4) with x ranging 
between a lower limit of l to 20 and an upper limit of 40 to 75 in order to try to 
match the data in the visible. They find thatp = 3.5 ± 0.5, Xmin = 19 (rm1n 
= 1.5 µm) and the real refractive index m = 1.62 ± 0.02 while the imaginary 
part is less than 0.005. These refractive indices are fairly consistent with 
silicates but clearly exclude water ice. One should be warned, however, that 
any conclusions drawn by combining forward-scattered and backscattered 
photometry are extremely model-dependent. The forward-scattered images 
highlight micron-sized particles, while the backscattered images emphasize 
only the largest ones; in effect the data apply to mutually exclusive portions of 
the size distribution. Also, for the larg1tst grains, the effects of nonsphericity 
are both important and unpredictable (see, e.g., Pollack and Cuzzi 1980). 

The presence of a halo is also intimated by the measurements shown 
in Fig. 9; the far arm of the ring always appears brighter than the near 
arm (Jewitt and Danielson 1981). Slight differences occur in the slant path, 
accounting for the near arm being about 10% fainter, but this effect is in
sufficient to explain the entire discrepancy. The difference is most likely 
attributable to a small nonsymmetric contribution from halo-scattered light, 
but specifically what this indicates of halo geometry is still uncertain. 

D. Ring Opacity 

Compared to most other planetary rings, the Jovian system is quite dif
fuse; the usually quoted optical depths 7' in visible light being 3 x 10 ..... for the 
main band, 7 x 10-• for the disk and < 5 x 10-• for the halo (Jewitt 1982); 
recall that visible light is most affected by particles larger than ~0.1 µm. 
These values for T are all scaled to the first, which ratios the measured 
brightness of the backscattered radiation off the ring relative to that from the 
Jovian disk; since these T's assume a ring particle's geometric albedo 
k = 0.04, the absolute values of 7' will differ as they scale with the actual 
albedo which probably lies in the range 0.02 <k < 0.20. Indeed, Tyler et al. 
(1981) maintain that all should be raised 50% because of an improper defini
tion of k by Jewitt and Danielson (1981). In addition, Tyler et al. (1981) 
propose a different expression to obtain the optical depth from the backscat
tered intensity. Their alternate equation depends on the optical properties of 
the ring material which they claim are no more poorly known than the albedo; 
assuming refractive indices of silicate particles, they derive that 7' for the 
bright band should be 4 x 10-•, more than an order of magnitude larger than 
the nominal value. However, this result is questionable; it relies on the 
backscattering photometry which is interpreted in terms of a Mie phase func-
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tion for absorbing spherical particles. Yet nonspherical grains are known to 
backscatter radiation quite differently than do spheres, even though particle 
shape is unimportant for forward-scattering intensities. 

A triad of groundbased detections of the ring allow estimates of r at 
different wavelengths, under the same limitation of proportionality to k as 
with the spacecraft measurements. Becklin and Wynn-Williams (1979) find 
that to reproduce the Jovian ring's signal at 2.2 JLm (sensitive to particles with 
radii larger than -0.4 JLm), the ring should contain 10_, the number in 
Saturn's rings if both systems were of the same composition. Likely they are 
not; nevertheless, if they were, kr2 .2µ,m - 10-5 and T would be about 2 x 10-• 
for dark particles. Jewitt et al.'s 0.9 JLm image (see Fig. 7; cf. Neugebauer et 
al. 1981) corresponds to 18.2 mag (linear arcsec)-', or r0_9 µ,m - 2 X 10-•; 
Smith and Reitsema (1980) conclude that the ring's brightness at 0.7 JLm is 
also - 18 mag (linear arcsec )-' . 

Thermal emission from the ring was not detected by the Voyager IRIS 
instrument operating at three infrared wavelengths (Hanel et al. 1979) nor by 
the Hawaii 2.2-m telescope at 20 JLm (Becklin and Wynn-Williams 1979). Of 
the two, the Voyager experiment was much more sensitive; assuming particles 
emitting at 125 K (the equilibrium temperature at Jupiter for a rotating 0.60 
albedo sphere), the upper limits placed on optical depth are <2 x 10-• 
(40 JLm), 5 x 10-• (25 JLm), and 3 x 10-" (16 JLm); a more reasonable 
choice for the albedo would lower these values even further. 

If successful, occultations would yield T directly. However, neither a 
stellar occultation at -0.5 JLm (sensitive to ;z-;0.1 JLm particles) nor space
craft occultations at 3.6 cm (sensitive to ;z-;o.6 cm particles) and 13 cm (sensi
tive to ;z-;2 cm particles) saw any attenuation; the corresponding limits on Tare 
< 8 x 10-" over 13 km (Dunham et al. 1982), < 5 x 10-• with 40 km resolu
tion, and < 2 x 10__. with 120 km resolution (Tyler et al. 1981), respectively. 

One can estimate the cross-sectional area of the material responsible for 
the diminution of charged particle fluxes but this requires substantially more 
modeling than in the case of the photometry. Several complications arise. 
First, a charged particle, as it bounces along and drifts across the planetary 
magnetic field, takes some time to diffuse past an obstacle. During this 
period, it can be totally absorbed by a large obstacle or can have its energy 
progressively lowered while penetrating several thinner targets; simultane
ously an electron's energy will also be gradually drained away by synchrotron 
emission. Second, a ring and a satellite affect magnetospheric density in 
different ways (Fillius, personal communication, 1980; cf. Van Allen 1982). 
Third, the magnetic field, which for Jupiter is tilted and has appreciable 
high-order terms, should be correctly represented. And finally, a good expres
sion is needed for the diffusion time (which depends on the nature of the 
magnetic field and the pitch angle distribution of the energetic particles). With 
a crude absorption model, Ip (198Ckl) estimated an absorption optical depth of 
6 x 10-• while a preliminary attempt at improved modeling by Fillius (per-
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sonal communication, 1980) leads to T of order, but somewhat larger than, 
10-". The electron data, which require only ~ 10-• the absorbing area indi
cated by the proton data, show how incomplete absorption models are; this 
discrepancy might be due to synchrotron losses, which affect electrons alone, 
but the energy dependence of the electron data contradicts this possibility 
(Fillius, personal communication, 1980). Since the diffusion times are be
lieved to be brief, particles are lost mainly by total absorption rather than by a 
gradual energy degradation. Hence, these optical depths refer to particles 
larger than about 5 cm, the absorption length of 80 MeV protons (Ip 1980a). 

The data in Fig. 1 are the best observational evidence for the presence in 
the ring of larger parent bodies; as we will describe below, these bodies are 
required to replenish continually the supply of smaller, visible grains. For 
comparison, two satellites associated with the ring have about one-half the 
corresponding cross-sectional area (or T ~4 x 10-'). Even though these 
correspond to substantial fractions of the ring area, the approximate longitudi
nal constancy of the absorption profiles in Fig. 1 argues that the dips are 
produced in part by ring material and not entirely by satellites; in Van Allen's 
terminology ( 1982), these are "macro signatures" and not "microsigna
tures. ' ' Furthermore, the fact that the signature of Thebe (larger than either 
Adrastea or Melis) is not discernible in the data also implies that more than the 
ringmoons is needed. Pyle et al. (1983) have identified the ring's absorption 
signature for 0. 5 to 8. 7 Me V protons, for > 3 .4 Me V electrons and for 
medium Z nuclei with energies >70 MeV/nucleon. An energy-dependent 
absorption model has not yet been attempted although its computation should 
be a valuable exercise. Additional constraints on the nature of the absorbing 
material may come after modeling the Very Large Array (VLA) observations 
of synchrotron emission from electrons spiraling in Jupiter's magnetic field 
(de Pater and Jaffe 1984). 

E. Nearby Satellites 

A pair of satellites (which one could perhaps consider to be merely the 
largest of the ring size distribution) have been discovered by Voyager space
craft in the vicinity of the ring. The satellite Adrastea (JXV, or 197911) has a 
radius ~ 10 km and is at semimajor axis 1.8064 RJ, i.e., very close to, if not 
coincident with, the ring's outer edge (Jewitt et al. 1979; cf. Jewitt 1982; 
Synnott 1983); no orbital eccentricity or inclination was detectable. Melis 
(JXVI, or 197913), a somewhat larger object (R ~ 20 km), was discovered 
through the shadow it cast on the Jovian atmosphere and has been seen only in 
transit across Jupiter's disk (Synnott 1980, 1983); assuming no orbital eccen
tricity or inclination, it is located at 1. 7922 RJ. This satellite may be near the 
brightness enhancement in the main band but, with current observational 
uncertainties, one cannot know for sure. Both objects are dark (albedos of 
~ 5%) like Amalthea. 
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TABLE I 

Nominal Characteristics of Jupiter's Ring 

Main Band Halo 

Radial location 

Thickness 

Normal optical depth T 

Particle size 

Parent bodies 

Associated satellites 

1.72 RJ-1.81 RJ (±0.01 RJ) 

""30km 
-5 X 10--, 

broad distribution about micron; 
power law (p = 2-3) for halo 
plus band. 

T - 10-' forr ;:,,:5 cm 

JX V Adrastea ( l 979Jl) 
R - IO km, a= 1.8064 R.1 

JXVI Metis (197913) 
R -20km,a = l.7922RJ 

F. Summary of Jovian Ring Properties 

-1.3 RJ-1.7 RJ 

-2 x IO'km 

""7 X IQ-' 

submicron (?) 

none(?) 

The observations summarized above show Jupiter's ring to have a rela
tively simple form and to be located near the planet. It has a low optical depth 
and a substantial complement of micron-sized grains, although particles at 
other sizes, up to at least centimeters across, are present as well. The ring is 
bathed in an intense radiation environment. 

A listing of the Jovian ring properties is provided in Table I for quick 
reference. Naturally, all of these numbers are surrounded by many caveats and 
the reader is always advised to refer back to the basic literature. 

II. DESCRIPTION OF SATURN'S OUTLYING ETHEREAL RINGS 

Saturn's E, G, and F Rings share many properties with Jupiter's tenuous 
ring system. Constituents of all these rings are affected by similar physical 
processes, to be described in the next section. In order to allow comparison of 
these rings, we now outline the little that is known about the ethereal rings of 
Saturn; Table II summarizes these properties. Additional descriptions of these 
rings may be found in the chapters by Cuzzi et al. and Griin et al. 

Bums et al. (1983) have noticed a broad diffuse band inward of the 
nominal F Ring. Graps et al. (1983) interpret Voyager occultation data to 
indicate that a faint ring lies between the outer edge of the A Ring and Atlas' 
(SXV, or 1980S28) orbit. The radio occultation experiment may also see some 
of this debris (H. A. Zebker, personal communication, 1983). These gossamer 
rings have only just been discovered and will not be discussed in detail. 

A. Saturn's G Ring 

Of all the Satumian rings given a letter designation (except for the 
obscure D Ring), the least is known about the G Ring. Its presence was 
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detected by Pioneer 11 through its modest absorption of several species of 
charged particles (Van Allen 1983 ); the feature labeled "Janus?" in Fig. 11 of 
Simpson et al. (1980) is now known to be caused by the G Ring, which also 
accounts for the dip denoted 1979S3 in Fig. 4 of Van Allen et al. (1980). 
Decreases in counting rates were similar inbound and outbound, and were 
several tens of percent for 7- to 17-MeV electrons and for 0.5- to 1.8-MeV 
protons (Simpson et al. 1980), as well as for energetic (> 80 MeV) protons 
(Van Allen et al. 1980). The signature extends - ± 0. lRs, is centered at 2.81 
Rs (Simpson et al. 1980) or at 2.82 Rs (Van Allen 1983), and seems to be 
caused by an azimuthally symmetric ring. 

Voyagers 1 (Fig. 31c of Smith et al. 1981) and 2 (see Fig. 11; Smith et al. 
1982) each sighted the ring in forward-scattered light. Since images were faint 
and badly smeared, no structure was discernible and, in fact, the actual 
dimensions of the ring are in question. Cuzzi (personal communication, 1983; 
cf. Smith et al. 1982) feels that, once smear is accounted for, the ring has a 
width !l.r - 2000 km with poorly determined edges and a mean optical depth 
of 10-• to 10__,, depending upon particle albedo and phase function. 

No satellites are known to be in the vicinity of the G Ring and the charged 
particle features (Simpson et al. 1980; Van Allen et al. 1980) appear to be 
macrosignatures, indicative of a ring rather than a satellite. Indeed, according 
to Van Allen's (1983) interpretation of the Pioneer charged particle results (cf. 
Voyager 2 data; Vogt et al. 1982), no satellites having radii on the order of a 
kilometer or larger are associated with the ring while objects with r ;2, 10 cm 
contribute less than 10-" of the ring's opacity. Van Allen's analysis also leads 
to an effective particle radius of ;?;0.035 cm. 

G Ring particles may have impacted the Pioneer 11 and Voyager 2 
spacecraft. The Pioneer penetration experiment was sensitive to grains with 
r;?; 10 µ,m; its first two impacts in the neighborhood of Saturn occurred at 3. I 
Rs, just outside the G Ring, when the spacecraft was 900 km above the ring 
plane. Two Voyager 2 instruments received intense noise near ring-plane 
passage at - 2.87 Rs, a little beyond the G Ring; the signals are thought to be 
produced by impact ionization of particles striking the spacecraft. Aubier et 
al. (1983) interpret the noise detected by the Voyager 2 radio astronomy 
experiment as being caused by micron-sized grains mainly spread over ± 70 
km but measured as high as 700 km off the ring plane. The plasma wave 
experiment's results (Gurnett et al. 1983) can be explained by micron-sized 
grains (0. 3 µ,m <r < 3 µ,m) with a m-" mass distribution; such a distribu
tion would have 7=4 x 10-''. The effective ring thickness is -100 km, but 
some bursts were detected - 1000 km above the ring plane. These in situ 
measurements are each consistent with the G Ring being symmetric about 
Saturn's equatorial plane, a situation probably not true for the Jovian halo (see 
Sec. I.A); likely, the near-alignment of the Saturnian magnetic field with the 
planet's rotation axis allows the observed symmetry. 
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Fig. II. A Voyager 2 long exposure image of the G Ring, F Ring and outer edge of the A Ring 
at a low scattering angle (19~3). Parts of the image are badly smeared as indicated by the 
visible star trails lying beyond the G Ring. (Figure from Smith et al. 1982.) 

B. Saturn's E Ring 

Telescopes on Earth have provided the bulk of the information available 
on Saturn's E Ring, which occupies more area than all other known planetary 
rings combined. Groundbased studies (summarized by Larson 1983; Pang 
et al. 1983b) have yielded results on ring structure as well as particle size 
and composition. Pioneer and Voyager data on charged particle absorptions 
and impacts, as well as very limited Voyager imaging, have helped elucidate 
the makeup of the E Ring . The overall structure of the ring is listed in Table II. 

Marginal evidence for the E Ring's existence came during the 1966 
ring-plane passage (Feibelman 1967; Feibelman and Klinglesmith 1980), 
when the slant optical depth through this extremely rarified ring became large 
enough to be barely perceivable; since the turn of the century observers had 
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Fig . 12. A CCD frame taken by the USNO 1.5-m Flagstaff telescope near ring-plane passage 
showing the E Ring extending on both sides of Saturn . The planet's scattered light has been 
subtracted from the two exterior rectangles, the central rectangle is the area masked in the 
original E Ring images but here shown with a superimposed image of the A and B Rings. 
The scale at the bottom of the image shows the orbital distances of the classical inner 
Satumian satellites. (Figure from Baum el al. 1981.) 
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Fig. 13. Coronographic photographs of the E Ring taken by the 1.54-m Catalina Observatory 
reflector when the ring plane was inclined by 5~4. The mask is the white central shape. The 
E Ring is narrow (indistinguishable from a line source which in these images has a FWHM 
of 8000 km) and is located at 4.07 ( ±0.07) R5 • Various objects are identified in the bottom 
sketch. (Figure from Larson et al. 1981.) 

been suggesting the ring's presence but had been unable to prove their case. A 
good reference for our knowledge of the E Ring prior to the last ring-plane 
crossing is Smith (1978). 

From observations made during the 1979-1980 ring-plane crossing, the E 
Ring is known to commence abruptly at about 3 Rs, to peak near Enceladus' 
orbit at 4 Rs (see Figs. 12, 13), and to disappear gradually at, or slightly 
beyond, 8 Rs (Baum et al. 1981; Dollfus and Brunier 1982; Lamy and Mauron 
1981; Larson et al. 1981). Baum et al. (1983) convert the observed edge-on 
profile into a radial brightness plot; with the Rhea value ( ~ 8. 8 Rs) taken as 1, 
the brightness is 13 at Dione (6.3 Rs), 125 at Tethys (4.9 Rs) and 103 at 
Enceladus (4.0 Rs); an alternative optical depth plot is presented by Hood 
(Fig. 1 of Hood 1983). The peak near the latter satellite has a full-width-at
half-maximum (FWHM) in the equatorial profile estimated to be 0.54 Rs 
according to the edge-on observations in Fig. 12 (Baum et al. 1980); it was 
unresolvable ('E0.13 Rs) when seen at 5?4 by Larson et al. (1981) in Fig. 13. 
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Estimates of the ring's maximum normal optical depth are 4 x 10-7 (Baum 
et al. 1980) and 10-6 (Reitsema et al. 1980; Larson et al. 1981). Voyager 2 
imaging (Smith et al. 1982) confirms the E Ring's outer terminus and indi
cates that rings of similarly low T are absent from the region 8-20 Rs; a 
groundbased CCD search for the tenuous rings between IO and 36 Rs (Baron 
and Elliot 1983) has also been fruitless. 

Some disagreement exists as to whether the peak is precisely at (Baum 
et al. 1981, 1983), just inside (Reitsema et al. 1980), or barely outside (Larson 
et al. 1981; Larson 1983) Enceladus' orbit; those placements derived from 
edge-on observations (Baum et al. 1981; Reitsema et al. 1980) are quite 
model-dependent. Further controversy concerns the E Ring's spatial (Lamy 
and Mauron 1981) and temporal (Dollfus and Brunier 1982) variabilities 
which have not been noticed by all observers (Baum et al. 1981; Larson 1983). 
Some slight radial brightness enhancements/depressions may be visible 
(Baum et al. 1981; Larson et al. 1981; Larson 1983), and charged par
ticle microsignatures have been interpreted as indicating some dumpiness 
(Carbary et al. 1983). 

The ring may be thicker in its outskirts than near its core (Baum et al. 
1981); Baum and Kreidl (1982) estimate the ring's FWHM thickness at 7500 
km (~0.12 Rs) near Enceladus' orbit but four times this value at its outer 
periphery. Larson (1983) qualitatively confirms this observation but cautions 
that signal-to-noise, especially bad for the faint outer reaches, can produce a 
false impression of broadening. Micrometeoroid impacts recorded by Pioneer 
and Voyager suggest that the maximum vertical extent of the ring is ~ 103 km 
at ~ 3 Rs, as described in the preceding section on the G Ring. Interestingly, 
evidence for grain impacts was not obtained by Voyager 1 during its only 
ring-plane crossing through the E Ring ( ~ 6 Rs); at this point intense electro
static noise bursts were received within ± 2400 km of the ring plane but these 
seem to be shot noise due only to electrons and ions (Aubier et al. 1983). 
Information on the ring's radial and vertical profile also comes from the 
Voyager 2 Canopus star tracker (Pang et al. 1983a,b). The inversion of these 
data is not yet complete, but preliminary results on the radial profile (Pang 
et al. 1983b) are consistent with previous models. Pang et al. (1983a) claim 
to see vertical layering which is ascribed to electrostatic levitation; without 
a more complete presentation of the data, we are skeptical of this conjecture. 

At visible wavelengths the E Ring exhibits a surprisingly strong opposi
tion effect, in which its brightness doubles between phase angles of 6° and 0° 
(Dollfus and Brunier 1982; Larson 1983). Because of the low optical depth, 
this surge cannot be readily explained by mutual shadowing or multiple scat
tering, the classical interpretations for the B Ring's somewhat weaker opposi
tion effect (see Cuzzi et al. 's chapter). Instead, Dollfus and Brunier (1982) 
interpret it as the backscattering enhancement of transparent particles several 
microns in radius; particles of moderate x ( ~ 20), even when somewhat 
nonspherical, exhibit this property (Cuzzi et al. 's chapter). 
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Fig. 14. The spectral reflectivity of the E Ring, normalized to unity at 0.54 µ,m. The solid line 
is a synthetic spectrum generated by Mie-scattering calculations for a size distribution of 
pure water-ice spheres with an effective radius of 1.25 µ,m and an effective variance of 0.1. 
(Figure after Pang et al. 1983b.) 

A number of other observations suggest a significant component of 
micron-sized particles in the E Ring. First, Voyagers 1 and 2 could only 
image the ring during forward-scattered geometry (specifically at phase 
angles of 160° and 166°; Smith et al. 1981, 1982); the discussion of the Jovian 
ring photometry may, however, be pertinent. Second, micron grains have 
been called upon to produce the emissions detected by the particle wave 
science (Gurnett et al. 1983) and planetary radio astronomy (Aubier et al. 
1983) experiments, although these signals were received at~ 2.87 Rs, some
what inward of the nominal E Ring. Lastly, a predominance of small particles 
has been invoked (Terrile and Tokunga 1980; Dollfus and Brunier 1982; 
Larson 1983) to account for the unusual spectrum of the E Ring (Fig. 14), 
which shows it to be the outer solar system's only blue object. 

Pang et al. ( 1983a, b) have estimated the back-to-side scattering ratio 
(brightness at 0° to 6° phase angles vs. at 87° phase angle) as 10 to 20%. By 
comparing a large variety of phase functions for particles of different shapes, 
sizes, and complex refractive indices, they conclude that only dielectric 
spheres greater than a micron in radius match this phase behavior. They 
further argue that the backscattering strength fixes the real refractive index to 
lie outside the vi-2 range, and that the shape of the E Ring's backscatter 
peak indicates a very low imaginary refractive index (~ 10--"). Finally Pang 
et al. (1983b) contend that all optical and infrared observations of the E Ring 
are compatible with Mie scattering by a narrow size distribution of nearly 
pure water-ice spheres 1 to 1.25 µ,min radius. Nevertheless, we caution once 
again that this model is merely consistent with the limited photometric data; 
other models may satisfy the measurements equally well. 

Charged particle absorption signatures give additional clues as to the 
nature of the E Ring (McDonald et al. 1980; Van Allen et al. 1980; Sittler 
et al. 1981); unfortunately, these data have not yet yielded the information 
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they purportedly contain (see Thomsen and Van Allen 1979; Hood 1983). 
Sittler et al. (1981; cf. Haff et al. 1983) employ the electron velocity dis
tribution encountered by Voyager 1 to locate the E Ring in roughly the same 
place as do other techniques. However, as measured in this way, the ring is 
not radially symmetric about Saturn, but extends to nearly 9.0 Rs in the noon 
hemisphere and only to 6.5 Rs in the midnight hemisphere; similar values 
were observed by Pioneer 11. Such an asymmetry is not unheard of in mag
netospheric physics but would be startling, if true, for a dust ring. 

Particle sizes and optical depths may be suggested by variations in the 
spectra of energetic electrons and protons. McDonald et al. (1980) attribute a 
roll-over seen at low energies to - 2 mg cm-' of light Z (atomic number) 
material (i.e., Si or 0); assuming a IO-day lifetime for their measured species 
in the E Ring neighborhood, they estimate grain radii to be - a few µ,m and 
optical depths - 10-:i but much more material could be present. Van Allen et 
al. (1980) also ascribe features in the distribution of low-energy electrons 
(0.040 to 0.56 MeV) to a tenuous ring of fine particulate matter; Frank et al. 
(1980) point out that gas could produce similar effects. 

C. Saturn's F Ring 

The F Ring's structure (see Fig. 20 in Cuzzi et al.'s chapter; Figs. 1-3 in 
Dermott's chapter) has been the focus of attention since 1979 when the ring 
was discovered by Pioneer 11 (Gehrels et al. 1980) and characterized as 
clumpy. Detached from the A Ring by about 4000 km ( - 0. 07 Rs), the F Ring 
has two attending satellites that are thought to confine it (Goldreich and 
Tremaine 1982). As noted in Table II, the ring and the satellites lie on 
eccentric orbits. The orbital shapes are such that the inner satellite's apoapse 
almost overlaps the ring's pericenter (Synnott et al. 1983; Fig. 14 in Dermott's 
chapter) while the outer satellite's orbit gets only as close as - 500 km; since 
the orbits differentially precess in Saturn's oblate gravity field, ring particles 
should pass within 70 km of the satellite's surface every eighteen years, 
having last done so eight years before Voyager's arrival. The resulting com
plex interaction has been explored by Borderies et al. (1983) who note that, 
including the ring's forced eccentricity, the inner satellite actually penetrates 
at least part of the bright ring. (See also the next paragraph.) Borderies and 
co-workers propose that these extraordinary dynamical events may explain the 
peculiar morphology of the ring. To close the circle, we remind the reader that 
the ring's eccentricity is the outcome of competing processes (Goldreich and 
Tremaine 1982; see also Showalter and Burns 1982)-satellite perturbations 
and internal dissipation. 

The orbital inclinations of the ring and its shepherds are all 0?0 ( ±0? 1). 
Pollack (personal communication, 1983) interprets ring photometry as indicat
ing that the ring is flattened rather than toroidal. Marouf and Tyler (1983) infer 
thickness of < 30 m from an occultation of the Voyager radio signal by the 
F Ring 's core. 



Fig. 15. Voyager 2 image (FDS 44006.49) of the F Ring. At least four ringlets surround a 
bright core in this image, showing 25° in longitude near the F Ring ansa. The faint strands 
appear smooth and may blend together; in contrast the edges of the bright section are 
irregular. (Figure from Smith et al. 1982.) 

As with so many other aspects of the F Ring, one must be very precise 
when describing the ring's radial extent for it differs when measured in differ
ent ways and/or at different epochs/places. Three components, each about 20 
to 30 km wide, were visible to Voyager 1 cameras and were separated in toto 
by about 100 km; the innermost component was much fainter and less kinked 
than the other two. The latter pair occasionally merged and varied in bright
ness (see below) but at other spots appeared straight and parallel. Voyager 2 's 
more sensitive cameras identified faint material spread over - 500 km (Smith 
et al. 1982). This structure was broken into three or four ringlets by-relatively 
clear lanes and also contained an irregular bright ring, much like the F Ring 
spied by Voyager l, located toward the outer edge of the overall feature (Fig . 
15). The faint inner ringlets are reminiscent of Jupiter's rings, although of 
substantially higher T and much narrower. Their apparent azimuthal smooth
ness is hard to understand since the inner shepherd should pass through this 
region. These rings deserve the scrutiny that Jupiter's ring is now receiving 
(Showalter et al. 1984; Bums et al. 1983). 

Using the same image processing system that allowed us to produce 
Color Plates 9 and 10 of the Jovian ring, we have begun study of the F Ring. 
In the Voyager 1 image shown as Fig. 19 in Cuzzi et al.'s chapter, we find 
several faint rings both inside and outside the three components already men
tioned. The total ring width is several hundred kilometers and the faint com
ponents exhibit periodic brightness variations. With the same equipment even 
fainter material can be seen inward of the F Ring, all the way to the A Ring's 
perimeter (Bums et al. 1983); this material is noticed in images crossing the 
shadow boundary as well as highly enhanced versions of Fig. 15 . The radio 
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and photopolarimeter occultation profiles (Graps et al. 1983; H. A. Zebker, 
personal communication, 1983) suggest a tenuous band between Atlas and the 
A Ring as well as clumps in the vicinity of the F Ring itself. 

A stellar occultation tracked by Voyager 2 's photopolarimeter (PPS) 
found a 50 km wide ring with structure on scales =s:;o.5 km. The mean optical 
depth Twas ~ 0.1 but a dense 2 km wide ringlet near the structure's outer edge 
had T about 1. Voyager l's 3.6 cm radio signal was affected by the F Ring, 
which from the occultation appears to be a single strand 2.4 km wide with 
T = 0.115 (Tyler et al. 1983); at 70 m resolution, a 300 m inner core with 
T = 0.5 is seen to be surrounded by a 2.4 km pedestal (Marouf and Tyler 
1983). It is tempting to associate the core identified by the Voyager 2 PPS 
scan with the entire Voyager 1 feature. Since the occultation was not de
tected at 13 cm (f <0.005), particles larger than 4 cm occupy less than 4% 
of the total absorbing area. Furthermore, even the 3.6 cm Tis much smaller 
than the value derived from the stellar occultation, indicating that, if the 
same structure is being viewed, it contains mainly particles of microns or 
smaller. Since the radio science experiment did not see the faint halo, it 
too must be composed of small grains. The failure of the PPS occultation 
to identify broad flanks on the F Ring is not disturbing since it is sensitive only 
to T ~0.01 and clumps of this optical depth may be present (Graps et al. 1983) 
in the vicinity of the F Ring. 

Charged particle data obtained by Pioneer 11 (Van Allen et al. 1980; 
Simpson et al. 1980; see Cuzzi et al.'s Fig. 20) clearly show absorbing mate
rial located between 2.32 Rs and 2.36 Rs, On the inbound pass, three obsta
cles appear to be present, while outbound only two absorptions are noticeable. 
Although one might interpret the data as the ring's macrosignature added to 
microsignatures of the satellites (or a microsignature of an eccentric or dis
placed ring; Ip 1980a), the most complete published study claims that the ring 
and the satellites are not properly placed to account for the absorption (Van 
Allen 1982; cf. Simpson et al. 1980). Van Allen (1982) therefore argues that 
the data testify to as yet unseen clumpy material scattered throughout the F 
Ring locale, a view also subscribed to by Cuzzi et al. (their chapter). Even 
though this interpretation of the data has most interesting dynamical implica
tions for producing the F Ring's odd form, we do not feel that a full under
standing of the data has yet been achieved. Indeed unpublished work (1983) 
by Cuzzi and Bums seems to indicate that the ring is responsible for two of the 
five signatures. 

The F Ring increases in brightness at phase angles from 140° to 155° 
(Pollack 1981; Smith et al. 1981), indicating the presence of particles with 
sizes of a few tenths of microns (f =s:;0.l) thoughout the central core. This 
brightening happens especially in knotted or clumped regions suggesting that 
particle sizes differ in these regions versus the rest of the ring. However, recall 
from the section on Jovian ring photometry (Sec. LC) that such photometric 
observations by their very nature do not exclude ring members of other sizes. 
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Indeed, additional ring photometry at phase angles of 20° to 30° provides 
evidence for a larger particle component (f ~0.01). Photometry was not 
carried out at the small scattering angles that would highlight particles in the 1 
to IO micron range; presumably these objects are present too and account for 
much of the ring's optical depth as measured in the PPS occultation (Lane et 
al. 1982), since the latter values are almost an order of magnitude larger than 
Pollack's (1981). 

Techniques do not exist for discriminating ring particles with radii much 
larger than meters; nevertheless circumstantial evidence hints that some very 
large ( 1 km <r < 10 km; i.e., satellite-sized) objects are embedded in the 
bright ring. Smith et al. (1982, see their Fig. 40) have identified clumps of this 
scale in the ring. The edges of several of these bright spots are sharply 
defined, suggesting individual solid bodies in the ring; at other places one side 
is diffuse, raising the question of whether all bright spots could merely be due 
to enhanced grain densities (see above). Weidenschilling et al. (Fig. 8 in their 
chapter) numerically simulate the development of bright knots in a many
particle ring, which contains at least one large member. 

The knots, kinks, and braids visible in the Voyager images have charac
teristic wavelengths of - 104 km (Smith et al. 1982); originally, the scale was 
thought to be an order of magnitude smaller because image foreshortening 
had been overlooked. Even though statements about wavelengths imply a 
regular phenomenon, the reader should not be misled; spacings vary from 
5 x 103 km to 13 x 103 km, often the ring appears smooth (perhaps espe
cially during the Voyager 2 encounter), and features falling into the same 
category (kinks, braids, etc.) are not carbon copies of one another. 

A variety of observations clearly tell that the ring is either time-variable 
or spatially variable (see above). Nevertheless, Voyager 2, while following 
clumps over periods of at least 15 orbits, discerned no apparent variation in 
their longitudinal distribution. We suspect that additional information on 
periodic brightness variations is contained in the Voyager data set; a Fourier 
analysis should be performed on the entire data set to identify specific 
wavelengths and/or to indicate correlations with satellite orbits. 

III. PHYSICAL PROCESSES 

This section of the chapter will describe a variety of processes that are 
especially important for rings of low optical depth which contain many small 
grains and reside in a magnetosphere. In particular, we will discuss the conse
quences of the expected electric charges on ring particles, grain destruction 
mechanisms and lifetimes, orbital evolution processes for small particles, the 
production of tiny grains, thickening and the vertical structure of the ring, the 
effects of embedded satellites, and factors that influence the particle size 
distribution. Owing to the similarity of the Jovian ring in many regards to 
Saturn's E, G, and F Rings, we will consider them simultaneously. 
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Even though these rings all probably contain a spectrum of particle sizes, 
we will generally consider processes to act on 1 µ,m grains both to be specific 
and because particles near such sizes are the best-observed constituents of 
ethereal rings. 

A. Electric Charge and Some of its Dynamical Effects 

The question of the electric potential developed by a surface in space is 
one of general astrophysical interest (see, e.g., Lafon et al. 1981; Whipple 
1981). Electrical effects are more important for the ethereal rings under dis
cussion than for optically thicker rings because the small sizes of the constit
uent particles imply relatively large charge-to-mass ratios and because the 
charge on an individual particle becomes larger as grains are further separated 
from one another. Isolated grains in a plasma develop a potential such that the 
net electrical current to them averages to zero; the most important processes in 
defining this potential in usual planetary situations are collisions with 
electrons/ions and photoionization by solar ultraviolet photons (see chapter by 
Griin et al.). Because the solar insolation in the outer solar system is small and 
the electron fluxes of the magnetospheric plasmas surrounding Jupiter and 
Saturn exceed the proton fluxes, grains maintain a negative potential <I> in 
order to ward off the faster moving electrons. Once an isolated grain's poten
tial is known, its chargeq is determined from <I>= q/r. 

Since photoelectric charging can be ignored, day/night variations are not 
important for the Jovian and Saturnian cases even though they are for circum
terrestrial artificial satellites. A particle's potential is therefore fairly constant. 
Nevertheless, some variations occur due to the stochastic nature of the colli
sions with plasma components (see Morfill et al. 198lli) and due to some 
systematic effects (see chapter by Griin et al.). A reasonable approximation is 
that the potential developed is of the same order as the kinetic energy corre
sponding to the electron temperature. We select a nominal value of -10 V for 
the potential of dust in the Jovian and Saturnian systems; this is in fair 
agreement with more complete treatments for the electric potentials on iso
lated circumplanetary grains (see Griin et al.'s chapter). 

Collective effects and absorption of the plasma by the ring, however, will 
lower potentials in regions of even modest optical depth such as the F Ring. In 
addition, collective effects will substantially reduce the charge that resides on 
individual grains in rings once the particle spacing d is less than the Debye 
length >..D (the distance over which a charge in a plasma is effectively 
shielded). We estimated from 

(2) 

where N is the spatial density of grains. Using the values in Table I, for 
Jupiter's main ring dR ~ 20 cm while for the halo dH - 102 cm; from Table II, 
in Saturn's diffuse rings dE - 102 cm, de - IO cm and dF - 1 cm. As Griin et 
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al. show, in planetary magnetospheres Av = 103 In; cm with ne the electron 
density. Thus Av = 102 cm for the main Jovian ring. Since measurements of 
the plasma have not been made close to Jupiter, Av is not well specified for the 
halo, although it is likely to also be of order 102 cm. Throughout the Saturn 
system Av ~ 102 cm. Hence in terms of the charge that resides on a grain, our 
selection of the charge corresponding to a -10 V potential is likely to be 
correct for particles in the Jovian halo and Saturn's E Ring, may be an 
acceptable approximation for the grains in Saturn's G Ring and the Jovian 
main band, but clearly is a gross overestimate of the charge residing on the 
particles of Saturn's F Ring (cf. Table II in Griin et al.'s chapter). 

Electrical effects can influence particle dynamics and perhaps even cause 
electrostatic breakup as described below (see also the chapter by Griin et al.). 
Particle dynamics depend upon Lorentz forces which are proportional to elec
tric charge q, so that the electromagnetic perturbation relative to gravity will 
vary as q/m. For a uniform surface charge distribution on a sphere, q = <l>r; 
since in most circumstances of interest (see chapter by Griin et al.), <I> is 
constant and fixed by the kinetic energy of the plasma electrons, q/m ~r_. 
and so small grains are most affected. However, as still smaller sizes are 
considered, surface electric fields (which otherwise vary as r-') ultimately 
exceed the material's work function, and excess charges are expelled so as to 
maintain the surface field constant (E = qr_.). (See Griin et al.'s Fig. 7 which 
plots the perturbation as this field emission limit is approached.) In this case, 
<I> ~rand, accordingly, q/m ~r-'. Thus, at very small particle sizes (<0.1 
µ.m for the nominal -10 V potential)-just when one might expect elec
tromagnetic stresses to be large and Lorentz forces to overwhelm gravity 
totally-field emission weakens both effects. 

A good measure of the relative importance of electromagnetic forces in 
influencing dynamics is the strength of the Lorentz force ( due to the particle's 
motion relative to the planet's magnetic field) compared to the planet's gravi
tational attraction. The Lorentz force experienced by a charged grain moving 
at orbital velocity OR through the local B field (here taken to be a dipole 
normal to the orbit and of magnitude B o(R P IR )3 , where BO is the magnetic field 
at the planet's surface R = R p) is 

(0-w)R 
Fm=qB---

c 
(3a) 

with O the orbital angular velocity, w the planet's spin rate and c the speed of 
light. This expression shows that only the particle's velocity with respect to 
the moving field is considered; that is to say, the Lorentz force q[(v/c) x B + 
E] is measured in a reference frame rotating with the field (and with the 
plasma) because in such a frame E = 0. 

The planet's gravitational attraction can be written from the centrifugal 
acceleration it produces: 
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-GmMp 
Fg = R2 = mf!2R. (3b) 

The relative strength of the electromagnetic force then is 

41Tpr2!1 
(1-w/!1) (4a) 

for spherical particles charged to a potential <I>. We rearrange Eq. (4a) and 
define the so-called critical radius, the particle size at which the Lorentz force 
equals gravity, as 

(4b) 

where we have approximated the second parenthesis in Eq. (4a) by 0.3. If 
<I>= -10 V and p = 2 g cm-", then re =0.3 µ,min the Jovian ring but is 
about an order of magnitude smaller for Saturn's outlying rings. 

Several dynamical regimes can now be described using Eqs. (4) as a 
guide. For those particles which are so large (say, r ,;:, 10 µ,m) that the elec
tromagnetic force is negligible compared to gravity, the local Keplerian veloc
ity in the Jovian ring is 31 km s-1 ; the opposite limit, in which the particle is so 
tiny (say, r 'E0.03 µ,m) as to essentially corotate with the field, corresponds to 
an orbital velocity of 23 km s -I • There is a smooth transition between these 
two cases as the particle size varies (see Fig. 1 of Bums et al. 1980). 

For particles in the micron-size range the added perturbation is small and 
accordingly the orbital velocity which satisfies centrifugal balance deviates 
only slightly from that for gravity alone. The relative velocity llv which a 
slightly perturbed, charged grain drifts with respect to a neutral (or, equiva
lently, a massive) grain can be found from 

(5) 

Substituting Eqs. (3) into Eq. (5), we have 

q BR' 
llv = - Ro 2 P (1-w/!1). 

2mc 
(6) 

For circumjovian particles, 

llv= 300(<1>/10 V) (I µ,mlr)2 m s-1 , (7) 

so that the typical micron-sized grain strikes other objects at - 300 m s -I, 
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somewhat less than the speed of a bullet. Because of the weaker Satumian 
field, Liv in the outlying rings is about an order of magnitude smaller. 

We have just described a relative drift motion that would be present 
between a pair of grains, one charged and the other neutral, when both are on 
perfectly circular orbits. Such a configuration would be difficult to achieve 
since the typical ring particle probably originates on a larger parent body, is 
abruptly ejected from that body by a collision, and then swiftly acquires its 
charge. In this case, it is more meaningful to ask how large is the deviation of 
the now-charged grain's orbit from its uncharged one. Writing the circular 
velocity as Ve, this excursion can be estimated as 

Lia~ (Livlvc)a (8) 

which from Eq. (6) is of the order of 103 km for a 1 µ,m grain in Jupiter's ring 
(cf. Fig. 18 of Consolmagno 1983); the corresponding orbital eccentricity then 
is e ~ Li vive or~ 0.01. 

The role of electromagnetic forces in producing orbital evolution and in 
thickening the ring will be appraised in later sections (see Secs. III.C and 
III.F). 

B. Grain Destruction and Particle Lifetimes 

Many of the particles making up the visible Jovian ring are quite tiny, as 
mentioned above. Such motes cannot survive very long because sputtering by 
magnetospheric ions gradually eats them away and because impacts by micro
meteoroids and other dust can abruptly cause their demise. Elimination 
through sublimation is not competitive with these processes on the nonicy 
materials suggested for the Jovian ring, but could be if instead they were water 
ice. Near Jupiter a black water-ice grain would vaporize in 40(r/l µ,m) yr; a 
more realistic 60% albedo grain would last 107(r/l µ,m) yr (Watson et al. 1963; 
Harrison and Schoen 1967; Pilcher 1979). For the colder temperatures in the 
Satumian system, even a totally absorbing water-ice grain would survive for 
the age of the solar system; however other cosmically significant ices can have 
quite short lifetimes (e.g., black ammonia ice sublimates at 12 µ,m ye'; 
Watson et al. 1963). 

Sputtering by energetic ions and electrons is surprisingly effective in 
destroying ring particles because the ejection process is efficient, and because 
large fluxes of energetic particles are found in planetary magnetospheres. This 
process has rates with substantial variations and uncertainties, owing to our 
incomplete knowledge of the impinging particle fluxes and to large differ
ences in the sputtering yield depending upon target properties and impacting 
particle energy; occasional surprises have shown up in recent laboratory mea
surements (Brown et al. 1982). The sputtering lifetime T 8 of a grain with mass 
M can be estimated from the mass loss rate M as 
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M Nr 
T,(r) - M - IF;(; 

i 

(9) 

where N is the number density of molecules in the grain and a sum is taken for 
all ions of the product F1 (the flux of the i-th ion) times(; (the sputtering yield 
per impact by the i-th ion). 

Using Eq. (9) with spacecraft data on the makeup of the charged particle 
flux and laboratory measurements on yields, Bums et al. (1980) conclude that 
in the Jovian ring T, =30 (r/1 µ,m) yr (water ice) and = 103 (r/l µ,m) yr 
(silicates) to within an order of magnitude (cf. Morfill et al. 198fu; Johnson 
et al. 1981; chapter by Griin et al.). Since the flux of damaging ions depends 
sharply on distance from Jupiter, grain lifetimes will too, being briefest at the 
ring's outer edge and rising within the ring. According to the flux observations 
(Fig. 1), sputtering proceeds more rapidly once again near the planet; how
ever, some caution should be applied in directly interpreting the flux observa
tions since the spacecraft did not equally sample all equatorial radial locations 
(Fillius, personal communication, 1980). 

The water-ice erosion rate in Saturn's E Ring due to protons above 50 kev 
is~ 10-• µ,m yc1 (Cheng et al. 1982; cf. Morfill et al. 1983b; chapter by Griin 
et al.); while several orders of magnitude slower than the Jovian case, this is 
still fast enough to require that the visible E Ring particles be recently intro
duced. Particle fluxes are such that sputtering is highest between ~ 4.5 Rs and 
~ 8 Rs, where most of the E Ring is located. Photosputtering has a com
parable rate (Harrison and Schoen 1967). Sputtering by heavy ions, notably 
oxygen, which is tied to the corotating field lines, results in an erosion rate 
of ~ 10-• to 10-• µ,m yr-' (Morfill et al. 1983b; Haff et al. 1983) for water
ice targets. Nearer to Saturn, where particle fluxes may be reduced, life
times may lengthen. 

Collisions with micrometeoroids (Bums et al. 1980) or with Io-derived 
volcanic dust (Morfill et al. 1980b) also destroy Jovian ring particles. Cata
strophic fragmentation, in which a grain is shattered by a single impact, 
dominates over progressive erosion (Bums et al. 1980; Griin et al. 1980); this 
implies that number fluxes (and not mass fluxes) of projectiles determine 
grain lifetimes and, assuming a lower cutoff to the projectile size, that small 
particles survive longer than large ones. By modeling the impact process, 
Bums et al. (1980; see below) estimate that the collision lifetime Tc = 105 

(1 µ,m/r) 2 yr to within an order of magnitude. The number of interplanetary 
micrometeoroids in Saturn's vicinity is similar to that in Jupiter's neighbor
hood (Humes 1980) and, accordingly, catastrophic disruption rates ought to be 
comparable in the two systems once the effects of gravitational focusing are 
removed. 

The projectiles that cause sputtering and chipping also produce orbital 
evolution, which will be discussed in the next section. 
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Electrostatic bursting has been considered as another possible means for 
destroying ring particles. Stresses develop in any electrically-charged material 
as the charges try to repel one another. This electrostatic stress is CTE - ¢>2/r 2 , 

or -104 dyne cm-2 for the nominal -10 V potential on a micron grain (cf. 
Fig. 4 in the chapter by Griin et al.). When CTE exceeds the material's strength 
I, the grain will rupture into smaller pieces. This criterion states that breakup 
will occur once 

( I ) ~10-• ---- . 
dyne cm-2 

Given likely strengths (see Griin et al.'s chapter; Burns et al. 1980), fracture is 
improbable. Nevertheless, it may act to remove tiny surface asperities, since r 
is effectively less at points with small local curvatures and so the local field 
(and hence stress) can be substantially enhanced. In this way, a grain might be 
gradually smoothed and eroded away. 

The lifetimes estimated above are summarized in Table III. None of these 
estimates is well determined because the physics of sputtering and cata
strophic fragmentation are poorly understood, and because the pertinent 
parameters are imperfectly known. Nevertheless, the basic finding for Jupi
ter's ring and Saturn's diffuse outer rings is inescapable: particle lifetimes are 
brief. This is crucial for understanding the nature of these structures, since 
short lifetimes require that the visible particles be continually replenished. 

C. Orbital Evolution and Grain Removal Mechanisms 

The particle lifetimes calculated above for erosion and destruction should 
be compared against characteristic times for several orbital evolution mech
anisms: do particles disappear entirely from the system by their destruction 
or do they simply drift elsewhere? Drag forces will especially dominate the 
evolution of small grains since such forces are proportional to area whereas 
gravity is proportional to volume; the ratio of drag to gravity therefore varies 
inversely with particle size and so is largest for small particles. 

Poynting-Robertson drag drains orbital angular momentum in the process 
by which particles absorb and reemit radiation (see Burns et al. 1979b; chapter 
by Mignard). Although radiation that is reflected and emitted from the planet 
can be a substantial fraction of direct solar radiation for ring particles near the 
giant planets, it is adequate for our approximate purposes to consider only the 
solar component. Bums et al. (1979b) have shown that the orbital collapse age 
under Poynting-Robertson drag is approximately the time it takes for a particle 
(whether in circumplanetary or circumsolar orbit) to absorb the equivalent of 
its own mass in radiation: 

(11) 
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where Rv is the planet's orbital radius, p and r are the particle density and 
radius, and Q pr is the radiation pressure coefficient which is ~ I. According 
to Eq. (11), individual Jovian ring grains will evolve to the planet's surface in 
~ 105 yr, while at Saturn this approaches 106 yr. However, since such grains 
should collide with larger ring members that are virtually unaffected by 
Poynting-Robertson drag, these times are distinctly lower limits. Over the age 
of the solar system, Poynting-Robertson drag can eliminate cm-sized pebbles 
from Jovian orbit, and mm-sized ones from Saturnian orbit. 

In addition to the gradual spiral induced by Poynting-Robertson drag, the 
solar radiation through its direct force causes the eccentricity of circumplane
tary orbits to oscillate with a period like the planet's orbital period about the 
Sun. Accordingly, during a single cycle of this eccentricity oscillation, a 
particle's orbit is on average effectively smeared radially. However, as Mig
nard mentions in his chapter (cf. Bums et al. 1980), the precession of a ring 
orbit due to the planetary oblateness severely limits the effectiveness of this 
process. For small perturbations, the typical eccentricity developed by solar 
radiation is (31r/2){3(v0 /v) (Pprec/P0 ), where /3 is the ratio of the radiation 
pressure force to solar gravitational attraction, v 0 and P0 are the planet's 
orbital velocity and period, v is the particle's velocity about the planet, and 
P prec is the orbital precession period. For a perfectly absorbing particle in the 
Jovian ring, this forced eccentricity is - 2 x 10....a (µ,mlr). The corresponding 
radial excursion is about 100 km for the visible Jovian grains and, as such, 
would not have been observable. For particles about Saturn, the eccentricity 
due to solar radiation is also fairly small, reaching at most 10-' (µ,m/r) for the 
outer reaches of the E Ring. 

Plasma drag (see Gri.in et al.'s chapter) is caused by the momentum 
transmitted as the particles making up the thermal plasma flow past a ring 
grain; since the grains are charged, momentum transfer occurs both through 
physical collision and through long-range charged particle interactions. Both 
can be included by using the particle's physical cross section or its Coulomb 
cross section, whichever is larger (see Ori.in et al.'s chapter). The ions and 
electrons in the plasma are tied to the planet's rotating magnetic field, and 
hence move more slowly than grains traveling within synchronous orbit, but 
more rapidly beyond that distance. Therefore, plasma drag causes orbital 
collapse for Jovian ring particles (since there Rring <Rsyn = 2.29 R.,) but 
orbital expansion for the particles in the tenuous outer Saturnian rings ( where 
Rring >Rsyn = 1.82 R8). Charged particles more energetic than the thermal 
plasma drift with respect to the rotating magnetic field. For both Jupiter's and 
Saturn's magnetic field directions, ions drift in the direction of the planet's 
rotation. Since these particles carry much more momentum than the 
oppositely-drifting electrons, the drag due to energetic charges switches signs 
at a position closer to the planet than synchronous orbit. 

The orbital evolution time scale for plasma drag (Morfill et al. 198(.u; 
Bums et al. 1980; Consolmagno 1983; cf. Dermott's chapter) is 
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(12) 

where Pv is the mass density of the thermal plasma, v is the grain's velocity 
relative to the plasma; ( (the reduction applied when the particle's charge has 
an influence) is 1 for effectively uncharged grains (or in the case when the 
flow of the plasma past the grain is highly supersonic) and is relatively 
constant - 10-2 (Eq. 49 in chapter by Griin et al.) once the flow is subsonic 
and the Coulomb cross section must be included. 

The thermal plasma in Jupiter's inner magnetosphere (Belcher 1983; cf. 
Bagenal and Sullivan 1981) seems to be dominated by heavy ions (S+, o+, 
S2 +, 0 2 +, Na+) in supersonic flow (thermal velocities are -1 to 2 km s-' 
compared to relative velocities of about 10 km s-') rather than by protons in 
subsonic flow, as Pioneer experimenters had thought. In terms of drag rates, 
the two cases do not differ much (because ( 's effect is counteracted by the 
lower proton mass). Under the assumption that heavy ions are most important, 
we find Tro = 2 x 102 yr but we caution that the plasma density varies rapidly 
inside Io's orbit and is not well constrained by the available measurements. 
Hence T PD is likely a lower bound and, in view of the short lifetimes already 
mentioned, we cannot be certain whether plasma drag is the principal process 
to remove material from the ring. 

The plasma drag time scale for micron grains in Saturn's E Ring has been 
estimated by Morfill et al. (1983b) to be 20 yr at 3 to 7.5 R8 ; the Voyager 2 
observations (Bridge et al. 1982) have found similar plasma parameters in as 
far as 2.7 R8 • Throughout this region heavy ions (principally o+ withn -102 

cm-3
) determine the mass density of the plasma but here, in contrast to the 

Jovian magnetosphere, thermal speeds seem to be -10 km s-' so that the 
Coulomb correction must be applied; an alternate interpretation of the data 
(Bridge et al. 1982) yields lower thermal speeds (- 2 km s-'), and therefore 
supersonic flow with the plasma drag time scale lengthened by two orders of 
magnitude. Closer to Saturn, nearer the F Ring, plasma densities are not well 
specified and may be lower, meaning that the drag is reduced. 

An orbital evolution also arises from the random impacts of micro
meteoroids, the same projectiles that we earlier considered to erode and 
destroy ring grains. Our approach to this time scale will be general. The 
characteristic evolution times for both plasma drag and Poynting-Robertson 
drag can be thought of as approximately the interval it takes for a grain to 
modify its original momentum by an amount approximately equal to that 
momentum. If the material bringing in the new momentum has no mean 
momentum of its own, then the evolution time is approximately the time for 
the particle to interact with its own mass. In this framework the evolution time 
for an uncharged grain of mass M and of cross section A - MI ( A pv) due to 
plasma drag, pv being the plasma flux density with p the plasma density and v 
the relative velocity. Here we ignore that the plasma carries a mean momen
tum due to being tied to the rotating magnetic field; the associated error is a 
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factor of several. With Poynting-Robertson drag the impacting density can be 
obtained from E = mc 2 (see Burns et al. 1979b, pp. 31-33). An expression 
similar tot -M!Apv should hold roughly for micrometeoroid impacts (cf. Eq. 
12 of Harris and Kaula 1975) where pv is now the meteoroid flux density at 
the ring; this material presumably approaches the planet randomly and so 
contains no mean momentum. Before considering further the orbital evolution 
time scale due to micrometeoroids, we note that the time before disappearance 
through erosion is -M /M = M /(ApvY), where Y is the impact's yield (dis
cussed in Sec. III.G with Fig. 17); for catastrophic disruption, the lifetime is 
even less. Since Y > 1 (and often>> 1) for all these processes except sputter
ing, particles can orbitally evolve little before they disappear. Hence the 
precise evolution time scale is not important. One exception may concern 
material leaving Saturn's F Ring; since it is so near the main ring system, 
orbits would only have to collapse a few percent in order to collide with the 
A Ring. 

The orbits of charged grains diffuse by two separate processes, one due to 
stochastic variations in the particle's charge and the other caused by fluctua
tions in the magnetic field. In the first of these, changes of the electric charge 
abruptly produce corresponding alterations of the particle's gyroradius; these 
continually modify the field line about which the particle gyrates and thereby 
generate a random walk (see Morfill et al. 198<h, d; Griin et al. chapter). 
Morfill et al. (198<h) conclude that such a diffusion process could transport 
Io-derived volcanic dust grains into the neighborhood of the Jovian ring where 
they might serve as projectiles to excavate the parent bodies of the visible grains; 
Northrop and Hill (1983) caution that this diffusion will be counterbalanced 
by a radial drift due to systematic charge fluctuations at the particle's gyrofre
quency and that this will drive particles toward synchronous orbit. However, 
the latter effect relies on charge fluctuations of less than one electron, even 
though particles are considered to be charged up to a surface potential of a few 
hundred volts. Other processes-for instance, systematic radial drifts im
posed by the plasma density (and energy) gradients expected near rings-are 
more significant by far, as are the stochastic surface charge variations of 
Morfill et al.; these may completely mask the Northrop and Hill effect. 

As a second diffusion process, Consolmagno (1980; cf. Morfill and 
Griin, 1979a,b) proposed electromagnetic scattering as a way to thicken and 
spread the ring. This case was treated using an orbit diffusion theory into 
which Consolmagno inserted higher-order (i.e., nondipole) components of the 
Jovian field as the perturber of particle orbits. Unfortunately diffusion is not 
the consequence of the periodic forces due to offset and tilt of the field since a 
true diffusion results only if the process is strictly Markovian. Orbit scattering 
is resonant in the sense that electromagnetic waves, with wave periods similar 
to the orbit period, are most effective. For a period -10 hr, random magnetic 
field fluctuations are very small in the inner Jovian magnetosphere. Therefore 
electromagnetic scattering is negligible for dust grains ( cf. Morfill et al. 
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198<:h ). Of course, this does not imply that deterministic orbit variations due 
to the known tilt of the field are absent. We discuss these in Section III.F 
below, which includes other out-of-plane forces. Table III lists the characteris
tic times for the above evolutionary processes. 

D. Grain Generation Mechanisms 

Clearly, if one accepts the brevity of particle lifetimes, today's visible 
Jovian ring must have been created not long ago. Presuming that the ring is a 
long-lived feature of the solar system, a continual replenishment of small 
particles is required. Virtually all who have considered the problem believe 
that the visible grains are ejecta from collisions into essentially unseen parent 
bodies, which Burns et al. (1980) dub "mooms" (this terminology, hardly 
universally accepted, comes from mating "moon" to "Mom," a parent 
body). 

While the continual regeneration scenario may at first glance seem im
plausible (how can something not even visible produce a ring as lovely as that 
shown in Fig. 3?), its success comes from the observed ring containing so 
little mass. For example, a 6000-km wide band at 1. 8 RJ with an optical depth 
10-•, consisting only of grains with 2 µm radii, contains material with a 
volume of 10-" km3 (i.e., a sphere 60 min radius). Hence the supply of this 
miniscule amount of matter to the ring during 102 to 103 yr becomes believa
ble. Over the solar system's age, a total volume of 5 x 103 to 5 x 104 km3 

(R = 20 to 40 km) would be consumed. A broad particle size distribution 
would have more or less mass than this depending upon the precise form 
of the distribution. 

Evidence for the mooms is three-fold. First, without a sizable contribu
tion to the ring cross section from large objects, charged particles would not 
be sufficiently attenuated to explain the Pioneer 10 observations (Ip 198QIJ; 
Burns et al. 1980). (Note that the nearby satellites do not have quite enough 
area to do this job and produce the wrong sort of signature; on the other hand, 
micron-sized grains are easily penetrated and therefore do not provide the 
required opacity.) Similar arguments have been given by Simpson et al. 
(1980) and Van Allen (1982) to infer characteristics of Saturn's F and G 
Rings, and by Lazarus et al. (1983) to suggest a hitherto unknown ring 
between Rhea and Titan; the latter ring has been sought but not found in a 
CCD imager search by Baron and Elliot (1983). The second hint that parent 
bodies may lie hidden within the Jovian ring is that the main band, especially 
the slightly brighter annulus at 1. 79 RJ, backscatters more radiation than 2 µm 
particles alone should (Jewitt 1982). However, this enhanced backscatter can 
also be accomplished by, for example, a power-law particle size distribution 
between 0.2 µm and 2.5 µm (Griin et al. 1980); on the other hand, non
spherical grains backscatter less than spherical ones and make the problem 
more severe. Finally, the ring emits more infrared radiation than should be 
expected for micron-sized particles alone (Neugebauer et al. 1981); this 
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conclusion is model dependent but again does hint at the presence of some 
large bodies. 

These parent bodies originate within the Roche limit in presumably the 
same manner as do the components of the other ring systems, but that origin is 
not well understood (see Sec. IV. E; cf. Harris' chapter). Perhaps the distinc
tive character of the faint Jovian ring might result if primordially it contained 
less mass than did Saturn's system, and fewer large objects than did the 
Uranian system. 

Given that at least some large objects are present in the main band, we 
now ask whether they provide sufficient target area that their erosion by 
micrometeoroids, for example, can generate the visible ring. To state this 
another way: How long does it take for today's micrometeoroid flux to pro
duce the observed ring mass in the micron-size range by excavating parent 
bodies? This time must be comparable to the lifetime of a typical grain if the 
process is to be a continuing one. 

The current ring mass M µ, ring of micron-sized particles will be produced 
by a meteoroid mass flux density mm in a time Tc according to 

M µ,ring= Y m"'AJJ T,. f (13) 

where Y is the yield from a typical hypervelocity impact (i.e., mass 
excavated/impacting mass), AJJ is the cross-sectional area of the parent 
bodies, andf is the mass fraction of ejecta that are micron-sized. 

Laboratory experiments (see Fig. 17 in Sec. III.G) suggest that Y = 5 [v/ 
(km s-')]2 for impacts into a hard target (basalt) at speed v (Gault et al. 1963; 
cf. Griin et al. 1980), or Y - 104 for collisions that occur at roughly the Jovian 
escape velocity in the ring. Controlled collisions into a soft material (sand) 
suggest a similar functional dependence for Y but that the coefficient is 200 
(Stoffler et al. 1975). Greenberg et al. (1978; cf. Dobrovolskis and Bums 
1983) introduce a hypothetical material with Y =50 [v/ (km s-•)]2, intermedi
ate between the hard and soft cases, as possibly representative of asteroid 
regoliths. It is unclear which of these expressions is the best choice for the 
Jovian ring situation. In fact, it is quite likely that at least two apply. For the 
small mooms, since they are unable to retain a soft regolith, the basalt model 
is probably appropriate. On the other hand, the satellites probably can sustain 
a regolith (recall the close-up Viking images of Deimos; Veverka and Thomas 
1979) in which case the yield is substantially higher. It may be that, for the 
Satumian rings, impact experiments into ice (see Kawakami et al. 1983) 
should be used. 

For AJJ in Eq. (13), the most conservative estimate sQggested by the 
charged particle absorption data described earlier is AJJ ;2,5 x 103 km 2 

(Fillius, personal communication, 1980). However, this area is not well con
strained. We suspect that Fillius' value should be raised by a factor of several 
to include particles large enough to be targets for the micrometeoroids but not 



240 J. A. BURNS ET AL. 

big enough to absorb the MeV protons. (See the discussion in Bums et al. 
1980, who believed that a factor of two will account for the increase but who 
underestimated it because they did not recognize that impacts will totally 
shatter particles of 10 to 100 µm, producing a higher yield and an especially 
large proportion of JLm-sized detritus.) The fraction f can be estimated by 
adopting a power law size distribution for the ejecta, like that given in Eq. (1). 

The mass flux density of micrometeoroids arriving at the Jovian ring 
specifies the coefficient C in Eq. (l) but, of course, is poorly known. For 
meteoroid mass density p, the mass flux density mm that penetrates the ring 
with velocity v is 

(14) 

We here assume that the power law size distribution holds between r1 and rv. 
The lower limit is fixed at 0.1 JLm, since smaller interplantary particles are 
likely to be excluded from the inner Jovian magnetosphere by electromagnetic 
effects (cf. Hill and Mendis 1980; Griin et al. 's chapter) and since the strength 
of many materials increases substantially for small samples because tiny 
grains contain few, if any, weakening flaws. The upper limit r,, is chosen to 
be ~ 102 JLm because the near-Earth micrometeoroid spectrum appears to 
steepen at about that size (cf. Stanley et al. 1979). With these choices, the 
fraction/~ 10-• to 10-2 throughout most of the above range of p. We select C 
so as to match Pilcher's (1979) intermediate estimate for the erosive flux at Io 
which is based on the Pioneer micrometeoroid penetration experiment; how
ever, when we apply Eq. (14) at the ring, the coefficient is raised by an order 
of magnitude to include the effect of Jupiter's gravitational focusing from Io to 
thering.Finally,then,wehavemm =3 x 10-'"gcm-"s-'. 

This estimate of the mass flux could be low for several reasons. Accord
ing to Eq. (14 ), the mass flux through the ring is insensitive to r1 but does 
increase if the power law actually extends to larger sizes. Even if it does 
not, some additional mass is obviously contained in meteoroids larger than 
102 JLm. Indeed, if the projectiles are themselves collisionally derived, then 
the largest objects would provide the bulk of the mass. Indications are that 
102 JLm objects may carry most of the mass in interplanetary micrometeoroids 
at 1 AU and Morfill et al. (1983a) contend the same may be true in the outer 
solar system. 

If mm-sized meteoroids determine the mass flux of interplanetary mate
rial in the outer solar system, then the erosion rate for larger bodies will be 
considerably faster than the value given in Table III, which applies to small 
visible grains. Morfill et al. ( 1983a) estimate that millimeter projectiles erode 
Saturn's major rings at an average rate of 0.1 to 1 JLm yr-'. Assuming that 
these particles are derived from cometary debris, the flux density of material 
should not be very different at 5.2 AU from that at 9.5 AU. Accordingly, the 
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erosion rate of solid surfaces will be even faster at Jupiter's ring than at 
Saturn's, since collisional velocities are higher in Jupiter's deeper gravita
tional well. Although this increased rate will not apply to the Jovian ring 
grains and will not thereby shorten the lives of the visible particles appre
ciably, it will mean that any unseen parent bodies will erode more rapidly. 
Indeed the rate proposed by Morfill et al. ( 1983a) is so high that only parent 
bodies with original sizes of ~ I km will survive over the solar system's age. 
In any event, a faster erosion rate for parent bodies means that such objects 
can more readily supply the visible grains. 

If the estimated mass flux is low, two implications arise: first, as it 
becomes larger for any of these reasons, Tc will shorten and the putative 
generation of the ring by erosion with micrometeoroids becomes even more 
convincing. Second, if a few large objects dominate the mass of the pro
jectiles, as would be true if the meteoroid population were collisionally 
evolved, then the brightness of Jupiter's ring could be episodic. It would vary 
substantially over time with puffs appearing temporarily after major impacts, 
whereas the usual brightness of the ring would be sustained by the micro
meteoroid population. Even though it would be reasonable to have excavated 
today's entire ring mass with a single blast, that is not likely to be its origin for 
two reasons. First, the typical time for such a large impact into the mooms is 
much longer than the time to eliminate the ring altogether, so that the probabil
ity of finding the ring in such a state is low (cf. McKinnon 1983). Secondly, 
the ring width and three-dimensional form should mirror the ejecta 's momen
tum distribution to some extent, whereas the ring is observed to be roughly 
uniform in brightness and quite thin. 

Substituting the stated values of the parameters into Eq. (13 ), we find that 
debris from micrometeoroid impacts into hard targets will produce the ob
served Jovian ring mass in 2 x 103 or 2 x 104 yr; these drop to 50 to 500 yr 
for impacts into soft targets. Even though we have chosen a conservative 
value for the cross-sectional area of parent bodies, any of these production 
times is short relative to a particle's lifetime due to fragmentation. They 
are similar to, although for strong targets a bit longer than, the sputtering 
lifetime for silicate grains. The computed Tc is also much briefer than the 
Poynting-Robertson orbital evolution time. However, for the hard material, 
the plasma drag time seems less by an order of magnitude. While this may 
mean that targets are soft or that a source of projectiles in addition to micro
meteoroids is called for, we caution that the plasma drag time is a poorly 
determined lower bound, especially at any place other than the ring's outer 
perimeter. Indeed, based on these numbers, meteoroid impacts alone are 
probably capable of maintaining Jupiter's visible ring. 

Any other mechanism that can help supply the visible ring will make it 
even more certain that the ring is derived from unseen parent bodies. The only 
well-developed idea other than micrometeoroid erosion (Bums et al. 1980) is 
the suggestion (Morfill et al. 1980b,c; Griin et al. 1980) that lo-derived dust 
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(Johnson et al. 1980) might instead be the principal agent to erode the parent 
bodies, as described at the end of Sec. IV. D. 

Ring material may be additionally supplied at some level by jostling 
collisions amongst the inhabitants of the bright band. The ring thickness h 
~ 30 km (see Sec. III.F) limits the typical random (collision) velocity between 
parent bodies to 8v ~vchla, where Ye is the local Keplerian velocity. Hence 
8v ~ IO m s-' in the ring, and collisions of one parent body with another 
may occur at speeds which are comparable to the escape speeds off the 
largest objects in the ring-the known satellites. It might seem then that 
gentle bumping among parent bodies could provide the visible material but, 
because very little ejecta leaves an impact site with speeds even close to the 
collision velocity (see Sec. III.G), this is unlikely. 

A more promising provider of small particles might be impacts into the 
parent bodies by the tiniest ring grains since the latter drift appreciably relative 
to the mooms. While, according to Eq. (7), a collision between the nominal 
grain of l µ,m and a moom takes place at ~ 300 m s _,, even this does not 
achieve the hypervelocities essential for excavating large amounts of mass. 
On the other hand, slightly smaller projectiles will impact at speeds in excess 
of 1 km s-' and these can produce a cascade process in which first-generation 
ejecta begets further debris; unfortunately, this debris seems too small to 
account for much of the visible ring. In addition, these projectiles have the 
capacity to destroy catastrophically larger grains, perhaps thereby generating 
some fine material for the halo (Fig. 2 of Bums et al. 1980). Not knowing the 
source(s) of the grains in Saturn's diffuse rings, we do not list times for their 
generation in Table III. 

E. Theoretical Considerations of the Particle Size Distribution 

Shortly after the discovery of Jupiter's ring, there was general agreement 
that its particles were restricted in size to a micron or two. However, as 
discussed in Sec. I.C, power law size distributions that terminate near two 
microns or so (such that these sizes dominate the ring's cross-sectional area) 
also satisfy the limited photometry extant, at the scattering angles of 4° to 6° 
through Voyager's clear filter (~0.47 µ,m; Jewitt and Danielson 1981). Some 
additional data are available on unreduced Voyager 2 images and soon the 
ring's brightness should be known at scattering angles of 3° to 5° in both 
orange ( ~0.41 µ,m) and violet (~0.62 µ,m)(Showalter et al. 1983b, 1984). A 
preliminary assessment of these new measurements suggests a broad distribu
tion of sizes about the micron range. However, we remind the reader again 
that the available forward-scatter observations emphasize just these particles. 
The population of large particles, say millimeters and more, in such a diffuse 
ring simply cannot be specified on the basis of the available observations. 

Notwithstanding these caveats and partly for historical reasons, we list 
several explanations that have been proffered for the putative prominence of 
micron particles in the Jovian ring. Presumably some of these processes will 
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be as active in the Satumian case. Bums et al. (1980) as well as Jewitt and 
Danielson (1981) have pointed out that interplanetary dust and meteorites are 
constructed of elements with typical sizes of 1 to 10 microns. Morfill et al. 
(1980b) and Grun et al. (1980) advocate the selective generation of micron
sized grains through impacts of 0.1 µ.m dust from Io. Electrostatic bursting 
has been considered as a possible mechanism for fragmenting small grains but 
is ineffective unless the particles are very weak (see references given in the 
chapter by Grun et al.). Bums et al. (1980) mention that ring debris of just 
under a micron will be preferentially destroyed, owing to mutual collision of 
drifting dust grains. In addition, grains less than tenths of microns can be 
swept out of the main Jovian ring by electromagnetic forces (see Eq. 4 ). 

F. Random Orbital Velocities and Ring Thickness 

An indication of the velocity fluctuations about some mean orbital speed 
is given by a ring's thickness, since the latter is a consequence of any out-of
plane component of velocity. The mean thickness of any ring represents a 
natural end state in which out-of-plane perturbations are balanced by damping 
during collisions (Burns et al. 1979a; Cuzzi et al. 1979a,b; Goldreich and 
Tremaine 1982). Vertical impulses might be imparted by direct interparticle 
collisions and by gravitational stirring (both brought about through Kepler 
shear) as well as by electromagnetic forces (which can be most important of 
all for ethereal rings). Thus thickness, with its straightforward geometric 
meaning, has important dynamical implications. 

In general, a distribution of vertical velocities is maintained in a ring by 
sporadic interparticle collisions; the ring thickness can then be understood in 
the sense of a kinetic temperature. Unfortunately, this concept may be am
biguous for the rings under consideration because the ring thickness will vary 
drastically at small particle sizes, owing to the heightened role then played by 
electromagnetic forces (see, e.g., Eq. 21 below). In this connection we note 
here that the measured upper limit of 30 km thickness (corresponding to a 
random velocity of~ 10 ms-') for Jupiter's ring is based on an image taken in 
backscattered light, which accentuates the largest objects present. 

Any random component of velocity, whether due to perturbations or 
merely reflecting the initial state at which a grain is injected into the ring, will 
be damped by collisions which take place on a time scale 

(15) 

Damping of the tiny visible grains into the ring plane can be accomplished by 
several collisions with other grains of similar size, or by just one impact into a 
parent body. Grains collide with parent bodies somewhat more frequently than 
Eq. (15) suggests because their electromagnetically-induced drift velocity 
(Eq. 7) is larger than typical random velocities. Nevertheless Eq. (15) pro
vides a rough estimate of the damping time; however then T should only 
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include the area of parent bodies. In Eq. (15) P - 10.....a yr is a typical particle's 
orbital period for Jupiter's ring, while P - lO.....a-10-" yr for Saturn's tenuous 
rings. With the optical depths given by Jewitt (1982), including Tyler et al. 's 
(1981) correction, Tv is about IO yr for Jupiter's main band and more than 
75 yr for the halo; these would be shortened by an order of magnitude if 
we used the alternative r expression proposed by Tyler et al. (1981). The 
damping times for Saturn's diffuse rings span the Jovian values. 

The damping times of Jupiter's ring and Saturn's F Ring are quite short 
relative to the period in which the rings seem to be generated (or eliminated); 
see Table III but compare against the discussion in Sec. IV. C. Therefore, 
many collisions will ensue following a particle's injection into such rings, so 
that its initial velocity will no longer be identifiable. In the absence of continu
ing large perturbations, the rings should be quite thin, as observed; however 
Saturn's G and E Rings should be less collapsed. Any recently created par
ticles, with as yet undamped motions, should form a very tenuous "atmo
sphere" of great vertical extent (h -veiP/2 -10•---a km for injection at 100 m 
s-1 ) about the primary Jovian ring. However, since a typical bright band 
particle spends such a small fraction ( -Tv/lifetime, or - IO-" - 10-2 ) of its 
lifetime before settling into the equatorial plane, this "atmosphere" would be 
invisible in the few available Voyager images. The thinness of Jupiter's ring 
could also be explained in part by a special family of small impacting pro
jectiles, an idea entertained by Grun et al. (1980). 

The thickness (and its variation with radial position) thus may suggest the 
flattening time relative to T, the time for an orbit to evolve across the ring. For 
example, if Tv < < T, the ring should be thin but if TD > >T, the ring should 
everywhere have approximately its injection thickness. If T0 -T and the ring 
is principally generated near its outer edge, then the thickness should decrease 
roughly as 

h - (1 -a 0 /a)TvlT 
(a)= h(a 0 )e (16) 

with h(a 0 ) = (vei/v,.)a 0 • Since the Jovian main band is known to be flattened, 
Tv must be much less than T; since this contradicts the values summarized in 
Table III, it seems probable that we have overestimated plasma drag, or that 
indeed the measured thickness only pertains to that of the parent bodies. 

Damping to a mean plane requires that physical collisions actually trans
pire. Electrically charged grains having the same sign will not touch one 
another until their relative velocities are large enough to overcome their 
mutual repulsion. Hence for damping collisions 

(17) 
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or, for the nominal Jovian ring grain, Liv ,2:0.8 m s-', corresponding to a 
thickness of 5 km. Since this is not very far from the upper limit of 30 km, the 
Jovian ring thickness might be partially self-regulated such that perturbations 
inflate the ring up to the point at which dissipative collisions transpire. Of 
course, bigger particles will not be nearly so affected. 

Electromagnetic forces also can have nonequatorial components, and so 
they should account for some thickening. For Jupiter's ring, out-of-plane 
motion can be produced through the tilted magnetic field which introduces a 
vertical component to the Lorentz force (Jewitt and Danielson 1981; Jewitt 
1982). If we assume that collisions may be ignored, that the Jovian magnetic 
field is a centered dipole which is slightly tilted ( ~ 10°), and that vertical 
displacements are small compared to the radial distance, Newton's equation 
normal to the equatorial plane is 

(18) 

considering only first order forces. The second term on the right is the 
z-component of the Jovian gravity field. The lead term on the right is the 
Lorentz force and employs v8 = (fl-w)R, the particle's velocity relative 
to the rotating field, as well as the magnitude of the radial component of 
the magnetic field felt by the particle: Br = Br0 cos(fl-w)t. Substituting 
into Eq. (18) and rearranging it, we have 

qBr 
z + fl 2 z = - --0 (fl-w)cos (fl-w)t. 

me 

The asymptotic amplitude of this driven harmonic oscillator is 

or 

Zmax = ~ (rc) 2 l fl(fl-w)] 
R B r w(2fl-w) 

(19) 

(20) 

(21) 

where re ~0.3 µ,mis the particle radius at which F11 = Fm (see Eq. 4b). For 
the Jovian halo z!R ~0.1 and Br0 !B ~0.1, while the ratio in brackets of 
the angular velocities varies between ~0.2 and 0.5, so that r ~re in order to 
produce the observed thickness in this simple model. Of course, at such small 
sizes the model breaks down and should not be taken too literally. We note 
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that the solution (Eq. 21) blows up at w = 0 and at 2fl = w, both of which 
correspond to the particle seeing a magnetic field that varies with frequency 
fl. In each case the particle is then forced vertically at precisely the frequency 
it orbits the planet. The first situation (w = 0) is nonphysical and the second is 
located at - 3 RJ, well outside the Jovian ring. The Satumian magnetic field 
seems to be closely aligned with the planet's rotation axis, to within observa
tional error, so that there the above model is inappropriate. 

Numerical calculations by Consolmagno (1983) have explored the conse
quences of perturbations due to differences of the Jovian magnetic field from a 
perfect, centered, aligned dipole. Earlier integrations (Consolmagno 1980) in 
part carried out a similar analysis with a simpler magnetic field but these 
contained an error of roughly a factor of three. Slightly altered paths are 
produced depending upon the magnetic coordinates at which particles first 
enter the field. Consolmagno (1983) followed the paths of 2.5 µ,m grains 
(p = 2 g cm-', <t> = - IO V) through a model Jovian field, containing dipole 
and quadrupole terms which are derived from Pioneer data. Following their 
injection in the equatorial plane at random longitudes, the grains undergo 
systematic out-of-plane orbit variations, such that after a few orbits they 
spread± 200 km off the mean ring plane (see Fig. 16). Our simple model (Eq. 
21 ), including only the dipole's inclination, yields about half as much. 
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Fig. 16. (a) Path of a 2.5 µm grain, charged to - 10 V, through a model Jovian magnetic field 
during 100 hr after starting at 1.88 R,. (b) The same for a 0.3 µm particle. (Figure from 
Consolmagno 1983; cf. Eq. 21 in the text.) 
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To reverse the problem, if the measured ~30 km thickness were to be 
due to electromagnetic forces alone, then the grains would have to be -;?-7 µ,m 

in radius, and this seems incompatible with available photometry. Once again, 
either potentials are overestimated, perhaps due to collective self-shielding, or 
the backscattered thickness is not caused by the micron grains. Stochastic 
effects, as described by Consolmagno (1980), will not be pertinent to thicken
ing questions because large amplitudes only develop over long intervals and, 
in the meantime, collisional damping will always bring the material back to 
the mean plane. 

The solar radiation pressure force has a component normal to the ring 
plane because, in general, the planet's equatorial plane is not its orbital plane 
about the Sun. For the Jovian ring, this component is trivial in comparison to 
Jupiter's gravity, both because Jupiter's obliquity is small and because its ring 
is close-in. For the edges of Saturn's E Ring, we estimate that the solar 
radiation force is at most 10-" to 10-• that of Saturn's gravity and so cannot 
generate much thickness (see Mignard's chapter). 

G. The Role of Embedded Satellites 

It is as yet unclear what part, if any, satellites play in the structure of 
ethereal rings. Upon the discovery of Adrastea and Metis in the vicinity of 
Jupiter's ring, some (Ip 1980b; Jewitt and Danielson 1981; Jewitt 1982) sup
posed that they must bound the ring via the Goldreich Tremaine shepherding 
mechanism (1982). However, the small gravitational perturbations of these 
satellites versus the expected size of electromagnetically induced drift motions 
for visible grains and the infrequency of collisions (due to low optical depth) 
preclude a strong gravitational coupling between any tenuous ring and small 
satellite. 

The motion of material near either Jovian satellite is suggested in nu
merical models of Dobrovolskis and Burns (1980; cf. Davis et al. 1981) and 
Burns et al. (1980, their Fig. 4). Although the escape speed from an iso
lated sphere of 2 g cm-" density and 12.5 km radius is 13 ms-', Burns et al. 
(1980) find that escape off a triaxial satellite (10 x 12.5 x 15 km) orbiting 
at 1. 79 RJ occurs at speeds ranging from 3 to 12 m s _,, depending upon 
launch angle and location (cf. Papadakos and Williams 1983). Since all the 
speeds are positive, material cannot leak off such a satellite's surface without 
a push, even though it resides within Jupiter's Roche limit, this, of course, 
is not inconsistent with the concept of Roche's limit, which only rigorously 
applies to a deformable fluid object (see chapter by Weidenschilling et al.). 

Satellites can be either sources or sinks for rings, depending upon how 
much ejecta is created in an impact and upon what fraction of that ejecta has 
sufficient speed to escape (see next paragraph). Therefore the question of 
source vs. sink cannot be resolved without knowing the precise nature of the 
satellite's regolith, which determines the velocity distribution of the ejecta. 
Laboratory experiments (Gault et al. 1963; Stoffler et al. 1975) indicate why 
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Fig. 17. The mass m* of debris ejected at speeds greater than v by an impact of mass m at a 
speed of 44.7 km s-', representative of collisions between Jovian ring material and inter
planetary particles (left ordinate). The right ordinate pertains to the Saturnian case with a 
typical impact velocity of 18 km s _,. The dotted curve roughly indicates data from hyper
velocity laboratory impacts into solid basalt targets (Gault et al. 1963), scaled to higher 
speeds; the superimposed shelf is the analytical approximation used by Dobrovolskis and 
Burns (1983). The vertical dashes similarly provide the data for hypervelocity impacts into 
loose sand (Stiiffler et al. 1975) alongside the corresponding approximation. The final curve 
is for a hypothetical material intermediate between sand and rock, and supposedly pertinent 
to satellite regoliths. 

regolith properties are so crucial in this matter. Studies (see Fig. 17; cf. 
Greenberg et al. 1978; Fig. 1 of Dobrovolskis and Bums 1983) show that all 
ejecta attain velocities greater than some cutoff value v* which varies with 
surface type. They also indicate that the proportion of mass exiting a crater 
in excess of a given velocity is a strong inverse function of that velocity 
(m ~ v-k; k = 2. 25, the sloping solid lines in Fig. 17) for both hard and 
soft materials. In addition, the yield from a hypervelocity impact varies with 
the kinetic energy delivered (i.e., with impact speed squared). The total 
excavated mass depends upon the nature of the impacted surface and differs 
by a factor of 40, as listed following Eq. (13). 

Based on these data, a satellite could bound a ring even without a 
shepherding mechanism being active. Two possibilities exist. Given a soft 
regolith, a satellite may absorb other ring members that gently bump it and 
thereby impede their diffusional spreading. More likely, a satellite could be 
the primary fount from which ring material springs. If the vast majority of 
ejecta initially stays near the satellite, and if the debris subsequently evolves 
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inward (outward), the satellite would seem to bound the ring's outer (inner) 
edge. 

To illustrate this apparent bounding, consider the case of Adrastea and 
imagine that escape off that satellite occurs at 10 m s-1 • Since the brightness of 
Jupiter's ring is observed to develop within a single resolution element (600 
km), we ask what fraction of the escaping mass leaves Adrastea at high 
enough speeds to move farther away than 600 km. To step that far, ejecta must 
depart with more than av >vc (&i,/a) ,=::150 m s-1, according to Eq. (8). If 
the satellite's regolith is characterized as soft or intermediate (Greenberg et al. 
[1978] think that such a substance might represent asteroid regoliths), only 
(1/15)2·25 = 0.002 of the escaped matter reaches more than 600 km away. The 
situation is not so extreme for hard surfaces like basalt, for which v* = 50 m 
s-'; hence, of the ejecta that escapes from basaltic targets, as much as (50/ 
150)2•25 = 0. 08 moves faster than 150 m s -•. However, in view of the surfaces 
seen in the close-up photos of Phobos and Deimos (Veverka and Thomas 
1979), a soft or intermediate characterization seems likely to be more appro
priate for Metis and Adrastea. 

H. Dust Rings from Satellites 

If Adrastea and/or Metis are accepted as important sources of Jupiter's 
ring, should not debris rings be seen about all satellites, in particular nearby 
and bigger Amalthea (cf. Soter 1971; Davis et al. 1981; Burns and Showalter 
1983 )? Not necessarily. While Amalthea 's cross-sectional area is much greater 
than that of Adrastea, it also has a higher escape velocity so that, following 
the arguments of the preceding paragraph, a smaller fraction of material will 
be released into independent orbit. Since an isolated satellite's escape velocity 
v e - r, fe (the fraction of ejecta above v e; that is, the fraction that escapes) 
- r- 2-25 (as long as Ve > v*). Hence the efficacy of a satellite in supplying ring 
material varies asfer 2, or as r-0 ·25 : small satellites can provide more total 
ejecta to a ring than large. 

To compare the yield of Adrastea with Amalthea, we first consider them 
both to have the escape velocities of isolated spheres, in which case Adrastea 
produces about twice as much ring debris as Amalthea. If instead we say that 
Adrastea 's escape velocity is lowered to 5 m s -I on average due to its presence 
within Jupiter's Roche limit (see above), the smaller satellite yields 17 times 
what its larger neighbor does. Recall that a hint of a very faint ring may have 
been noticed outside Jupiter's known system; while it is tempting to assert that 
this could be produced by debris from Amalthea, plasma drag should cause its 
material to evolve outward. 

A small object produces more than a large one only until it becomes so 
tiny that all ejecta escape. This happens once Ve <v*, in which casefe = 1 so 
that the production of ring material - r 2 • The transition to "small-is-less
efficient" occurs at v* = Ve, which for soft regoliths happens at 1 m s-', 
corresponding to isolated satellites smaller than r = 1 km. With intermediate 
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regoliths, all ejecta depart satellites smaller than about 7 km radius while, for 
hard surfaces, satellites must be greater than 50 km to retain some ejecta. 
These sizes are those that deliver the most debris per source. Might it be 
meaningful that Adrastea 's size is close to the best for a satellite with the 
intermediate properties that we favor? 

At what radius does a satellite stop being a ring source and instead 
become an absorber of interplanetary meteoroids? We determine this by set
tingfe times the cratering yield Y equal to l. This is equivalent to finding the 
velocity above which m*lm = 1 on Fig. 17 (note that this does not mean no 
ring-since part of the meteoroid mass does stay in orbit-but just no multi
plicative factor). Jovian satellites with soft regoliths, the most absorbent case, 
must be larger than about 300 km in order to not yield extra ring material. This 
number is comparable to the situation for hard asteroids (Dobrovolskis and 
Bums 1983; cf. Housen et al. 1979) and is about ten times the radius of an 
accreting soft asteroid; the difference in these cases is due to the high yield 
caused by the swift impact velocities encountered deep in Jupiter's gravita
tional well. A soft regolith on a Satumian satellite at 4 Rs will absorb once the 
satellite is larger than about 100 km while a satellite with a hard regolith 
would need to be larger than about 1000 km. Enceladus, if it had a regolith of 
intermediate properties, would be on the border line between a source and a 
sink, but would be a substantial source if its surface were hard. 

The important issue of whether or not collisions between satellites and 
ring members generate material cannot be resolved for several reasons. Inter
particle collision velocities are not well determined and, even if they were, lie 
outside the hypervelocity range for which impact experiments have been 
performed. In addition, the majority of ejecta velocities are likely to fall in the 
velocity regime where trajectories off the satellite are convoluted and highly 
dependent upon initial surface location (see Dobrovolskis and Bums 1980); 
hence, escape yields are unsure. 

Considering the earlier arguments of yield alone, we observe that the 
classical satellites of Jupiter, Saturn and Uranus should not give rise to dust 
belts. Possible exceptions to this statement are Mimas and Enceladus which 
are relatively small and which suffer collisions at fairly high speeds. Hyperion 
is of similar size but impact velocities are substantially lower. 

The smaller satellites close to Jupiter (Metis, Adrastea, Amalthea, and 
Thebe) and Saturn (Atlas, the F Ring shepherds, and the coorbitals) are all 
probable sources of material. Of these, Metis and Adrastea are far and away 
the best, followed by Thebe (JXIV, or 1979J2) or Atlas. In this regard we 
recommend that a search be made just beyond the outer edge of the A Ring for 
Atlas's predicted ring, which should be outside its orbit if plasma drag over
whelms Poynting-Robertson drag. 

The material in the gap between the A Ring and Atlas' orbit found by 
Bums et al. (1983) and Graps et al. (1983) could be debris spalled off the A 
Ring itself. During half an orbit a 1-µm grain at the A Ring's edge will evolve 
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about 50 m through plasma drag. Hence ejecta from a 50 m-wide strip at the 
ring's perimeter will not recollide with (and be reabsorbed by) the ring. 
Elsewhere in the ring, recollision is inevitable; plasma drag time scales are 
also much longer and so any gaps (e.g., Keeler Gap or Encke Division) can be 
quite free of debris. The total area of this strip is several hundred times Atlas' 
cross section and accordingly should produce a ring 102 to 103 times that of 
Atlas; T = 10-• to 10--'' and it is this sort of optical depth that the photo
polarimeter is sensitive to, with significant averaging. As this debris evolves 
outward, it may strike Atlas and settle on it. It should be possible to see this 
material and perhaps we do in the gap between the A Ring and the F Ring in 
Fig. 13. Other Voyager images, particularly of the shadow boundary in for
ward scatter, should be examined. 

Whether the ejecta ever becomes dense enough to be visible and identifi
able as a ring, depends not only on the source strength but also on how long 
grains stay in adjacent orbits. Table III suggests that orbital evolution and 
grain survival times do not differ too much in the vicinity of the satellites of 
interest. Another possible loss process is recollision of a grain with the satel
lite from which it originated. 

The expected collision lifetime of an orbiting particle with a satellite has 
been considered by Opik (1951) and may be written as 

(22a) 

where r is the satellite's radius and a its orbital semimajor axis, U is the 
encounter velocity in units of the mean orbital velocity of the satellite and Ux 
is the component of U directed along the radius from the planet during the 
encounter; P O and i are the grain's orbital period and the inclination of its orbit 
with respect to that of the satellite. Soter (1971) has averaged Eq. (22a) over 
all ejection angles, assuming that escape is equally likely in any direction 
(cf. Dobrovolskis and Bums 1980), and has found that the typical recollision 
time is 

1 a 
Tc = -3 P~ VeJ• , 

1T r 
(22b) 

where v eJ is the ejecta velocity after leaving the satellite's gravity field. 
Averaged over the ejecta velocity distribution we have chosen (m ~v-2•25); 

v ei is close to the escape velocity, which itself is proportional to r. Hence 
Tc ~ P~ air, assuming that orbital evolution does not take the material 
away; i.e., it applies to large grains. We estimate that ejecta from Adrastea 
or Metis will reimpact the parent satellite in 30 yr or 15 yr, respectively. 
Times for Amalthea, Thebe, and Io are also of order 10 yr. For Saturn's 
satellites, recollision times are slightly longer, e.g., about 50 yr for both 
Enceladus and Atlas. 
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IV. THE NATURE AND ORIGIN OF JUPITER'S RING 

Let us now consider how the various processes described in the preceding 
section might influence the development of the Jovian main band and halo, 
and then similarly discuss Saturn's tenuous rings. 

A. The Main Band 

Three aspects of the main band's radial structure are of interest: the 
overall width and approximate uniformity of the main ring; the different 
appearances of the ring's inner and outer edges; and the ~ 10% brightness 
enhancement located near the embedded satellite Metis. 

Overall Width. We argue that the width of the ring is principally governed 
by the distribution of the underlying sources rather than being due to ejecta 
broadcast away from a radially localized source. Using Eq. (8), one might 
maintain that the overall width of the belt indicates ejecta leaving a single site 
at av 'E= l km s-•, what appears to be a relatively low speed for collisions that 
transpire at tens of km s-'. However, the laboratory experiments (Fig. 17) 
cited above show that the proportion of mass exiting a crater in excess of a 
given velocity is a strong inverse function of velocity; hence most escaping 
mass barely makes it off the satellite (cf. Dobrovolskis and Burns 1983) and 
should be located in a nearby orbit. 

Accordingly, the ring's width cannot be ascribed to ejecta velocities. 
Neither can the ring be noticeably broadened by radiation pressure-induced 
oscillations of the dust's orbital eccentricities, as once proposed, because this 
mechanism only generates a width of~ 100 km, as already mentioned. Direct 
electromagnetic forces and even long-term diffusion due to electromagnetic 
scattering cannot be effective in radially spreading material from a narrow 
source region (Consolmango 1980, 1983; cf. Eq. 21 and the ensuing discus
sion) because then the ring would also be much thicker than observed. Lastly, 
since orbits seem to evolve in times comparable to (or even shorter than) 
particle lifetimes (see Table III), some of the ring's breadth may be produced 
by particles that originate at sites near the ring's outer edge which then drift 
inward. If such is the case, the ring brightness or the sizes of particles may 
vary with radial position; unhappily, this might not be discernible with our 
current resolution on the ring. 

A clear expectation of any model that generates visible grains by impacts 
into parent bodies is that, to some degree, the visible ring intensity should 
reflect the distribution of underlying sources. The brightness near Metis and 
the association of Adrastea with the ring edge may bear this out. We maintain 
that the width and smoothness of the ring indicate the approximate location 
of parent bodies and their rough spatial uniformity; charged particle absorp
tion data agree with this interpretation to first order although they suggest a 
somewhat narrower band (Fillius, personal communication, 1980). 
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The overall width of the bright band today is consistent with parent 
bodies that have radially diffused over the age of the solar system from a more 
confined region. These parents could have originated from the collisional 
breakup of a single satellite (see Harris' chapter). To illustrate this diffusion, 
consider an orbiting disk composed of identical spheres of radius R. A typical 
particle collides with another during an interval T'v by Kepler shear (see Eq. 
15) and alters its path by ~ R. Since diffusion is a random walk process (here 
with step sizeR), the disk will spread through aa in a time 

(23) 

(cf. Brahic 1977). This expression is also approximately true for a power law 
size distribution with R now the maximum radius (see Cuzzi et al. 1979a ). 
If T of the parent bodies were ~ 10-• and the largest object in the size dis
tribution for the Jovian ring were 10 km (the satellites?), the ring would 
diffuse aa ~ 2 x 104 km over 4.5 byr; for R = l km, aa ~ 2 x 103 km. 
The breadth of the ring is 6 x 103 km and the inner edge's brightness decays 
in ~ 1.5 x 103 km, so diffusional spreading of parent bodies could (entirely or 
in part) account for the gross radial structure of the ring. An alternative mech
anism to spread the mooms, Alfven drag, has been proposed by Anselmo 
and Farinella (1983), but this requires rather special conducting properties 
for the mooms. 

Different Appearance of the Ring Edges. How can the outer edge be sharp 
if diffusion due to Kepler shear has smeared radially the entire band of parent 
bodies? As previously described, Adrastea, either as a source or as a sink, 
may be crucial in developing the apparent crispness of the outer perimeter. 
Orbital evolution under plasma drag and, to a lesser extent, under Poynting
Robertson drag may help account for the distinction between the inner and 
outer edges. Since the visible particles drift inward across the ring in short 
times, any ejecta generated at the outer edge of the moom 's disk rapidly leave 
the area; thus the brightness of the outer edge is reduced. Closer to the planet, 
the ring is brighter since it contains some locally derived particles in addition 
to material produced elsewhere which is now drifting toward the planet. The 
longer-surviving grains continue to evolve past the inner boundary of the 
mooms (see discussion of time scales below). The inner boundary's diffuse 
nature thus both reflects the varying lifetimes of its constituents and the 
ragged edge of a diffusing disk. 

The flux density distribution of high-energy magnetospheric particles 
may also partially explain the different appearance of the inner and outer 
edges. Adrastea may partly shield the ring from sputtering by energetic mag
netospheric particles since its cross section is an appreciable fraction of that of 
the mooms. The flux of magnetospheric particles, which are diffusing inward 
by pitch-angle scattering, is about 10 times greater on the outer border of the 
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rings than at the inner boundary (Fillius 1976) due to their absorption by 
satellites/mooms in the intervening space. Near the outer fringe, sputtering 
lifetimes of grains are concomitantly shorter, perhaps being reduced to a 
decade or even less. These grains themselves may ultimately be projectiles, so 
nonlinear variations in the number of grains, and therefore the ring brightness, 
may accrue. As seen in the Pioneer data (Fig. 1), the flux increases again, 
once inward of the main band. The complex interplay between the distribu
tion, plus precise character, of the parent bodies and the ring sculpturing by 
magnetospheric particles deserves further exploration. 

Metis' Influence. The brightening of the ring near the orbit of Metis may 
intimate that this satellite furnishes material to that region; however, the 
absolute distance scale of the ring is so poorly known that we cannot be 
certain any association is real. If Metis does supply the ring, most ejecta leave 
it at~ 100 ms-• (cf. discussion of Adrastea's influence Sec. 111.G). Note that 
the satellite's cross section accounts for ~ 20% of the expected target area of 
parent bodies (using Fillius's conservative AP) and so it would not be surpris
ing if the satellite noticeably perturbed the ring density in its vicinity. Fur
thermore, backscattered measurements suggest that additional parent bodies 
may be located in this same region so that their detritus might instead account 
for the enhanced brightness; these bodies, of course, may ultimately have 
been derived from Metis. 

B. The Halo 

The halo is probably composed of material which is evolving inward 
from the bright band, due to the several evolutionary mechanisms described 
earlier (see Sec. 111.C). Over the time of orbital evolution, the size of the 
typical particle shrinks appreciably since lifetimes are similar to evolution 
times. This explains why the visible halo grains are simultaneously closer to 
the planet and tinier than those in the bright band. The smaller grains are more 
susceptible to electromagnetic forces (Bums et al. 1980; Griin et al. 1980; 
Jewitt and Danielson 1981; Jewitt 1982; Consolmagno 1983; compare Figs. 
16a and b) which contain nonequatorial components. These are produced by 
the 10° tilt of Jupiter's magnetic field, by a possible poleward shift of the 
dipole as a whole, by terms of higher order than dipolar, and by the stochastic 
nature of the field. Furthermore, since no parent bodies populate this region, 
grains are not as readily damped back to the ring plane. 

Typical particle sizes in the halo must be tenths of microns or less (see 
Sec. I.C and Eq. 4). Otherwise, as for the larger grains in the main band, 
electromagnetic forces would be insignificant compared to gravity, and verti
cal motions would be confined to less than injection velocities, giving a 
relatively flat ring. On the other hand, if halo particles were too tiny, say 
hundredths of microns or less, electromagnetic forces would overwhelm grav
ity. In this circumstance a particle's motion would be entirely determined by 
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the field's structure. Accordingly, the halo would be symmetric about the 
magnetic equator and flap about the planetary equator as Jupiter rotated. Since 
symmetry about the magnetic equator is not observed, halo particles are not 
mere motes. However the seeming asymmetry of the halo structure, if real, 
probably indicates that the visible grains are intermediate between these two 
extremes. This hypothesis can be tested by a more complete photometric 
analysis for the halo; as yet, we merely know that the halo grains are small, in 
the sense that they do not exhibit much phase brightening, according to the 
ongoing study of Showalter et al. ( 1983b, 1984 ). 

The halo's inner boundary can be interpreted as the point at which the 
gradually evolving and gradually eroding small grains finally disappear, or are 
too far dispersed to be seen. The vertical extent of the halo is likely deter
mined by the limited cross-sectional area possessed by the few tiny grains that 
achieve such altitudes. 

C. A Self-Consistent Discussion of Time Scales and 
a Model of the Jovian Ring 

What are the main processes in the Jovian ring and how might its form be 
best understood? Table III indicates that loss is principally due to sputtering 
[time scale of Ts = 103 °' 1 (r/1 µ,m) yr for silicates], while orbital evolution is 
caused mainly by plasma drag [time scale of T PD = 2 x 102°' 1 (r/1 µ,m) yr but 
just one-tenth that to cross the ring; recall however that self-shielding could 
lengthen this substantially; e.g., Consolmagno (1983) interprets ring thickness 
to suggest that a particle's potential could be only one-tenth that used, raising 
T PD by a factor of ten]. The ring's form imposes a restriction on the relative 
length of the evolution time scale to that of destruction: for the ring to extend 
radially over only about 5% (i.e., -0.1 R.1/l.8 R.1) of its semimajor axis, the 
orbital evolution time scale must be much longer than the survival time. For 
example, we could choose TPD = 2 x 103 yr while T, = 102 yr, and still satisfy 
the experimental bounds on these numbers. (Recall that sputtering is much 
more rapid in the region outside the main band.) The ring would then need to 
be generated in Tg - 102 yr, which would require either high impact yields 
(soft regoliths) or a large target area (e.g., the value of Ip [1980a] rather than 
that ofFillius [personal communication]). Obviously with the large uncertain
ties in all these numbers, other combinations having the same general ratios 
are just as acceptable. For instance, one might choose to raise TPD to 104 yr, 
arguing that the plasma conditions are poorly known in the ring's locale; in 
this case, the nominal generation and sputtering lifetimes could satisfy the 
model. 

Since the main evolution and destruction processes are proportional to 
radius r, particles of all sizes will evolve equally as far before their demise. 
Hence, if the ring had only a single source, say Adrastea, one might anticipate 
that such a ring would have a square box profile. But, since particle sizes 
shrink as orbits decay, the brightness of such a ring will in fact lessen as 
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the planet is approached. The observed profile-nearly constant brightness 
across most of the main band followed by a gradual decay on the inner edge 
(see Fig. 4)-can be explained if the major fount for the ring is near the ring's 
outer edge (Adrastea?). Closer in lie additional sources, Metis included. 
Mooms, over and above the satellites, are needed in order to flatten the ring, 
to provide additional sources, and to absorb charged particles. The ejecta 
coming off embedded sources replaces to an appreciable degree the reduced 
surface area of the eroding debris generated farther out in the ring. Once the 
band of mooms is no longer present, the ring's brightness slowly drops as the 
particles shrink, scatter into the halo, and disappear. 

Toward the inner edge of the ring where parent bodies become dispersed 
(or are even absent), sputtering increases as the flux of high energy magneto
spheric particles grows since they are no longer being absorbed by the mooms. 
The relatively short sputtering lifetimes in this region mean that all particles 
are quickly reduced to the size where electromagnetic forces become appre
ciable. Effectively, subrnicron particles are injected instantaneously at about l.7 
RJ, At that point they undergo the sorts of motions simulated by Consolmagno 
(1983; see Fig. 16). These small specks have only quite limited remaining 
lifetimes, however, because they are still subject to the intense magneto
spheric environment. If they are a few tenths of microns in size, they last 
perhaps 102 ± 1 yr. While this size, they oscillate ±5° in latitude as well as in 
and out by - 0. l RJ ( see Fig. l 6b). The volume of space which they traverse 
in these Lorentz-driven motions is the region encompassed by the visible halo. 
Before wholly disappearing, they spend a very brief period as grains of -0.0l 
µ,m and this allows them to be pushed to great elevations and to undergo large 
radial excursions. In this model, every ring grain ultimately becomes a 
member of the halo. Additional material is supplied as the small detritus from 
impacts. The halo's faintness arises for three reasons: individual particles are 
small, survive for short periods, and are dispersed through a large volume. 

D. Grain Generation by Io Dust: 
Its Comparison to the Micrometeoroid Source 

In this section we lay out an alternative model for the generation of 
Jupiter's ring through impacts into parent bodies by Io dust (Johnson et al. 
1980; Morfill et al. 1980b; Griin et al. 1980) rather than by interplanetary 
micrometeoroids (Bums et al. 1980) as usually considered (see above). We 
first summarize the evidence for particulate matter leaving Io (Strom and 
Schneider 1982) and then point out the weaknesses of the two contenders, 
micrometeoroids and Io dust, as the causative agents of the small particle 
population in Jupiter's ring. 

Photometry of Io's volcanic plumes indicates that they contain an inner 
core consisting of larger particles (1 to 1000 µ,m radius) surrounded by an 
outer component of extremely fine particles (O.Ol to 0.1 µ,m radius). The 
volcanic plumes of Io range in height from - 60 to > 300 km. However, 
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particles are not believed to escape directly by ballistic means since implied 
vent velocities (~0.5 to 1.0 km s-') are well below the ~2.5 km s-' escape 
velocity. Furthermore, the eruptions appear to be explosive volcanism driven 
by S2 or SO2 gas expanding up a vent; with such a mechanism, particles are 
entrained in a gas column so that their velocities are fairly uniform without 
any high-velocity fraction that might achieve escape. Some of this particulate 
matter may only develop at altitude as solid SO2 snows out during the plume's 
expansion. Nevertheless, even though particles are not directly injected into 
the Jovian magnetosphere, fine volcanic material may attain heights at which 
it is exposed to the Jovian plasma to be electrically charged and thereby 
escape (see Johnson et al. 1979, 1980). This volcanic dust can be transported 
from 6 RJ through the Jovian magnetosphere to the ring 1. 8 RJ by the elec
tromagnetic diffusion processes (Morfill et al. 1980a) that we have already 
mentioned. There appears to be a narrow range of particle sizes such that the 
particles are small enough to be pulled off the satellite and also to evolve 
rapidly inward toward the Jovian ring but large enough to survive the journey. 

The Io dust source will now be critically compared against the interplane
tary micrometeoroid source. We start by emphasizing that both models agree 
on the fundamental point that continuous replenishment of the visible ring 
necessitates erosive collisions between small projectiles and unseen mooms. 
This avoids the unpalatable alternative that today we just happen to be lucky 
enough to observe an extremely evanescent feature of our solar system. The 
models differ in their production mechanism and in that Io dust is considered 
by Morfill et al. (1980b,c) as the primary agent eroding the visible ring 
grains, whereas Bums et al. (1980) contend that destruction occurs mainly 
through sputtering by magnetospheric species. 

Bums et al. (1980) utilize the known population of interplanetary micro
meteoroids and derive ring properties on that basis. Several possible difficul
ties (see Griin et al. 1980) with this model arise: 

1. One may question whether the interplanetary meteoroids can penetrate as 
deeply as Jupiter's ring. Numerical calculations by Hill and Mendis (1980) 
of the trajectories of charged grains find that the plasma polarization elec
tric field can prevent them from approaching the planet. However, this 
only occurs at unrealistically high potentials (hundreds of volts). And, in 
fact, micrometeoroid penetration detectors on board Pioneers 10 and 11 
registered eleven impacts (r ~5 µm) and two impacts (r ~ 10 µ,m), respec
tively, in Jupiter's vicinity (Humes 1976); this corresponds to a flux in
crease of 2 to 3 orders of magnitude over the interplanetary value. While 
the enhanced flux could be caused by a dust population orbiting Jupiter, it 
is generally believed that the impacts are due to interplanetary dust that 
was gravitationally focused by Jupiter. 

2. Most of the mass flux for interplanetary meteoroids in circumterrestrial 
space comes from particles at sizes centered around ~ 102 µ,m. If this is 
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also true near Jupiter, some micron-sized ejecta from hypervelocity colli
sions may have speeds approaching I km s _,, depending upon the nature 
of the regolith (see Fig. 17). Even including the expected relatively rapid 
damping to the ring plane (see Eq. 15), the observed ring thickness should 
be in excess of -100 km, whereas the Voyager I ring-plane crossing gives 
an upper limit of 30 km. 

3. The ejecta population, if interplanetary meteoroids are the projectiles, 
should range up to at least millimeters. This is not compatible with some 
Mie-scattering solutions that match the preliminary photometry (cf. Fig. I 
of Griin et al. 1980). However, as we remarked earlier, such calculations 
cannot uniquely unfold particle size distributions; moreover, the photo
metry of Showa! ter et al. ( 1983b, 1984) which contains greater phase and 
color coverage should be included before firm statements are made. 
Nevertheless, if one adopts the Bums et al. model, the material in the 
micron-size range is only a fraction of the total ejecta mass, implying the 
existence of a significant ring component which has eluded observation. 

Arguable parts of the alternative Io dust model (Morfill et al. 1980b) 
include: 

1. No observational evidence of the postulated source of projectiles is cur
rently available, even though its presence is theoretically plausible. 

2. Survival of the volcanic dust against erosion by sputtering during its pas
sage from Io to the ring is problematic, especially if the gains are just SO, 
snow. 

3. The importance attached by Morfill et al. (1980b) to Io dust was in part 
motivated by the observed small upper limit on the ring thickness in 
backscatter which, without a flattening mechanism, argues for small ejecta 
velocities and hence low mass projectiles. It was also driven by the claim 
that the ring photometry restricts the solution to be one that emphasizes 
micron-sized grains which then forces the projectiles to be no larger than 
sub-micron in size. However, as indicated previously, the Griin et al. 
specification of a narrow-size range for ring members is actually a 
non unique match. In fact, the Tyler et al. ( 1981) solution to the photometry 
has none of Griin et al. 's tiny particles. 

In reality, both Io dust and micrometeoroids may play roles in develop
ing the Jovian ring. 

E. Theoretical Radial Ring Profiles 

Once the dominant evolutionary processes affecting the life of a grain are 
identified, the expected brightness from a point source can be constructed. 
Conversely, ring profiles might be invertable to infer the evolutionary proc
esses that are operating, or to specify the parent body distribution necessary to 
account for the observed profile. 
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Morfill et al. (1980b) have carried this process out for a ring in which the 
grains are generated by Io dust impacting mooms and are destroyed during 
single impacts by the same flux of dust; in the meantime the grain orbits have 
evolved due to Poynting-Robertson drag. Hence the particle number density 
decays like 

dt 
dn = -n -

TL ' 
(24) 

where 1/TL is the rate of destruction, taken to be constant for micron-sized, 
grains, although in fact it varies like r~2

• The orbit collapses according to 

da dt 

a TPRo (rlro) 
(25) 

where the characteristic time TPR, a linear function of particle radius r, is given 
by Eq. (11). Hence 

dn 

n 

da TPR 

a TL 
or (26) 

where n0 is the particle number density at the source location a = a 0 • Since 
T PR> >TL (otherwise the ring's brightness would not decay rapidly), n de
creases as a high power of a. Even at that, profiles are relatively flat; for 
example, between the outer and inner edge of the Jovian ring (a;/a 0 ) =o. 95 so 
that, with TPR/TL = 20, [n(a0 )]/[n(a;)] =3. The reader is referred to Figs. 2 
and 3 of Morfill et al. ( 1980b) which show moderately successful preliminary 
attempts at matching the observed Jovian ring profile. 

In the alternate model of Bums et al. (1980), a particle is born as ejecta 
from micrometeoroid impact, orbitally evolves through plasma drag, and 
sputters away. Hence, the birth rate is independent of the death rate, unlike the 
Morfill et al. (1980b) case. On the other hand, the typical lifetime is propor
tional to the initial particle radius due to the assumption that grains erode 
away: from Eq. (9), Ts (r) = Ts 0 (r/r 0 ). Orbits evolving by plasma drag (see 
Eq. 12) have 

(27) 

if the plasma properties are taken as constant across the ring. Hence all 
particles, regardless of size, disappear at precisely the same distance from 
their point of origin: 
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a;= ll 0 + at 
(28) 

If the observed Jovian ring brightness drops abruptly solely for this reason, 
Tr00 must be at least twenty times T. 0 . 

The distribution function n (r, a, t) representing differential particle den
sity (see Eq. 1) in general evolves according to 

+ a' 

d d 
~ (a"an) + Tr (i-n) = S(a,r,t) (29) 

where S is a source function representing the injection of particles at point a at 
time t. This equation's steady state solution can be found by separation of 
variables for a region with no parent bodies (no sources): 

n(r,a) = n 0 (a 0 la)2e PDo 80 ° ro -k(T IT )(I -ala) ( r )k 
(30) 

where k is the (as yet undetermined) separation constant, to be specified by 
the boundary conditions. Particles leave the source point (a = ~0 ) according to 

ao(rolr)"I - =N, a - ao (31) 

in which N is the flux of particles in a size interval that is created as a 0 • 

Following the discussion below Eq. (1), we writeN = No(r0 lr)P withp = 3.4 
for impact detritus. Hence k = 1-p in the general solution and, for collisional 
ejecta, k = - 2.4. Thus everywhere in the ring the particle size distribution 
- r - 2 ·4 ; the shallower dependence with r than for stationary collisional ejecta 
arises because smaller particles evolve swiftly away from the source region. 
Finally, the solution is 

n(r,a) = n 0 (a 0 /a) 2 e -z.4 a, - a, ~ -· ( a, - a ) ( ) -• 4 
(32) 

The exponential determines the decaying number density as a drops from a O to 
a;; for example, n(a 0 )I n(a;) = 10 for a;la 0 = 0.95. The number decreases 
inward because at any a fewer particles of a given size exist than further 
out in the ring. One could use this solution as a Green's function to be 
convolved with a hypothetical source distribution, but the assumptions have 
been so extreme that such an exercise would have little meaning. 
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F. Other Ideas on Jovian Ring Origin 

Shortly after Jupiter's ring was found by Voyager but before its properties 
were fully appreciated, several brief papers that proposed ring origins were 
written. Owen et al. ( 1979; see also Smith et al. 1979b), in the report that gave 
the first details about the ring, advanced that the ring was a steady state 
configuration. Its particles were thought to come from various sources outside 
the Roche limit which then halted for some unknown reason, perhaps an 
orbital resonance, during their inward evolution under various drags (see also 
Ip 1980b). 

Arguing from trajectory calculations, Hill and Mendis (1980) maintained 
that the ring was made of captured interplanetary meteoroid fragments. They 
numerically traced the equatorial paths of disrupted, highly charged grains 
after their entry into the Jovian magnetosphere at 35 RJ and found that many 
particles tended to pass as close as a few planetary radii from the planet. We 
find their arguments unconvincing for, as they admit, the grains in their 
simulations never penetrate as far as the Jovian ring. Furthermore, there is no 
tendency for concentration in a narrow band nor in the equatorial plane; 
collisional damping cannot be called upon to localize grains because, with 
highly elliptic paths, collisions will cause fragmentation and perhaps even 
vaporization. 

Material that leaks off, or has been nudged off, the surface of a satellite 
has been investigated by Dermott et al. (1980) and Smoluchowski (1979). 
Both papers contend that surface debris will be readily lost because the satel
lite's orbit, being within Jupiter's synchronous orbit has tidally evolved in
ward (see Burns 1977), past Jupiter's Roche limit. Several possible definitions 
of the Roche limit in terms of satellite shape and strength are considered. 

In this last case, as well as in the similar moom idea of Burns et al. ( 1980) 
and Morfill et al. (1980b), there is the question as to where the parents came 
from. In most scenarios (Pollack and Fanale 1982; Prentice and ter Haar 1979) 
they condense directly out of a protoplanetary nebula rather than being tidally 
captured or being the remnants of a tidal fragmentation as originally en
visioned by Roche himself. A combination of these mechanisms would permit 
gas drag capture by the nebula of Jupiter just before its disappearance. For 
further discussion of such issues regarding the origins of ring systems, see the 
chapters by Harris and by Ward. 

G. Possible Galileo Studies of Jupiter's Ring 

Future groundbased observations, except perhaps for a successful stellar 
occultation, are unlikely to change our ideas of the Jovian ring in any funda
mental way (see chapter by Smith). In view of the possibility of a faint ring 
exterior to the known one, it might be worthwhile to search at the edges of 
Jupiter's ring during ring-plane passage (every five years) to see whether very 
tenuous rings might exist. A ring at 2.5 RJ - 3.0 RJ might be detectable 
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outside the glare of Jupiter much as Saturn's E Ring can be seen at 4 Rs; 
the Space Telescope, due to its low scattered light contamination, might be 
especially suitable for this search. 

The next major advance in our understanding of Jupiter's ring should take 
place with the Galileo Orbiter spacecraft in the late 1980s (see chapter by 
Stone). Galileo's solid state imaging system will substantially improve resolu
tion on the ring. This should allow any internal ring structure to be noted, and 
additional moonlets to be discovered. It should also accurately position the 
known satellites within the ring, which is vital in elucidating the connection 
between the satellites and the ring. Coupled with the improved resolution, the 
opportunity to see the ring from various aspects should yield a better idea of 
the ring's morphology. The ring/planetary shadow region, as we have already 
seen (see Fig. 6 and Color Plate 10), should be especially useful in this regard. 

Improved phase coverage of the ring should permit the particle size 
distribution, and any variation in it, to be ascertained across the ring. The 
photopolarimeter/radiometer, near-infrared mapping spectrometer and the ul
traviolet spectrometer may all help in this regard, as will the radio science 
experiments. 

Unfortunately, the inclination of the Orbiter's planned trajectory is kept 
uniformly low in order to aid in multiple satellite flybys. (Ignoring the busy 
inbound approach to the planet, the inclination of the Orbiter will rarely reach 
a few degrees.) This will make it more difficult to determine the ring's 
three-dimensional structure, since it will often present a nearly edge-on view. 
Furthermore, the spacecraft will spend most of its time relatively far out in the 
magnetosphere so as to alleviate spacecraft radiation damage and to explore 
that region. This means that resolution on the ring is often less than ideal and 
again lowers the various perspectives from which the ring can be viewed. 
However, the Orbiter does reach Europa (9.5 RJ) on many orbital passes. Thus 
the Galileo survey, while not optimum, will be as good or better than the 
available Voyager observations (2~5, - 20 RJ) in terms of perspective and 
resolution. 

During Galileo's extensive mission, we should be able to understand the 
apparent asymmetry of the halo. If the structure is tied to the planet's magnetic 
field, Galileo with its time coverage should be capable of detecting the halo's 
movement with the field. 

Other equipment aboard the Orbiter will indirectly influence Jovian ring 
studies. Galileo's full complement of magnetospheric survey instruments 
should better delineate the magnetosphere's makeup, providing some modest 
help in tying down time scales for ring sputtering and plasma drag. However, 
because of the high pericenter of the spacecraft orbit, Galileo will not measure 
these important parameters in the ring's vicinity but only much farther out in 
the magnetosphere. The dust detector is a vast improvement over the Pioneer 
penetration experiment and will give the mass, velocity and charge of grains 
between 10~-' and 102 µm. This information, even though principally available 
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beyond Europa's orbit, should indicate the nature of the micrometeoroid flux 
striking the ring and should thereby favor either the erosion model of Bums et 
al. (1980) or that of Morfill et al. (1980b ). 

V. IDEAS ON SATURN'S ETHEREAL RINGS 

Like the Jovian ring, the outlying Satumian rings contain numerous 
micron-sized particles whose lives are relatively brief. Since the visible rings 
are presumably in steady state, as small grains evolve out of the system or are 
destroyed by sputtering, they must be continually replaced. The similarity to 
the Jovian ring may end at this point; in the Jovian case we have argued that 
collisions into unseen parent bodies generate the ring, but this mechanism 
seems to face difficulties for each of the Satumian rings. For the G Ring, too 
few parent bodies may be present. The close physical association of En
celadus with the E Ring has lead many modelers to feel that the satellite is 
involved in the ring's genesis. For the F Ring, most thought has been devoted 
to dealing with the ring's baffling dynamics rather than with why the ring is 
there. 

An important distinction between the tenuous rings of Saturn and Jupiter 
is that, with the possible exception of the F Ring (cf. Dermott et al. 1980; 
Smoluchowski 1979), Saturn's lie outside the Roche limit; conventional wis
dom would thus allow objects to accrete in these rings ( cf. chapter by 
Weidenschilling et al.). Yet they do not, perhaps because collision velocities 
are too high, or densities too low. 

In the following sections, we address such issues for each of the various 
tenuous rings of Saturn. 

A. Saturn's G Ring 

Because of the scant information available on the G Ring, little effort has 
been spent on understanding it. Puzzles include what causes its possibly 
abrupt edges, why the ring does not accrete, and where the small particles that 
may comprise it (Van Allen 1983) originate. In addition, one wonders whether 
the little mass in this region given by Van Allen's solution is enough to reduce 
the energetic electron and proton flux (Simpson et al. 1980). 

B. Saturn's E Ring 

Attempts at an overview of the E Ring have been hindered because two 
key observations are ambiguous. 

1. Is the E Ring brightest precisely at Enceladus (Baum et al. 1981) or just 
nearby (Larson et al. 1981)? In the former case, the ice-covered satellite 
almost certainly is the source of the ring; however, if the ring merely peaks 
in the vicinity of Enceladus, the connection is more problematic. Even if 
ring particles originate at this satellite of Saturn, one must question how 
they evolve both inward and outward. The ring is so tenuous that, even at 
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its core, a specific particle collides only every 103 yr, according to Eq. (15). 
Hence the ring cannot diffuse apart, and plasma drag (see Eq. 12) should 
drive grains outward. Injection velocities would need to be too high (see 
Eq. 8) to account for the ring's breadth as an initial condition. 

2. Are the ring grains indeed spherical and narrowly confined in size (Pang et 
al. 1983a, b )? If so, a liquid or gas origin is clearly suggested. Straightfor
ward arguments have been made to associate Enceladus' virgin surface 
with outgassing or volcanism (Squyres et al. 1983), although the energy 
source driving these processes is uncertain (see, however, Stevenson 1982, 
and Lissauer et al. 1983). 

We now list a few scenarios that have been proffered to account for the E 
Ring. Cook and Terrile (1980) believe that tidal heating supplies particles by 
intermittent venting of water vapor through a thin ice crust on Enceladus. 
Pang et al. ( 1983a, b) also argue for episodic volcanic injections to replenish 
the ring. Haff et al. (1983) consider grain production by geysering and by 
impact, and point out that impact fluxes fail to sustain the ring by an order of 
magnitude. However, recall from our discussion of the generation of the 
Jovian ring (Sec. IV) and the development of dust rings from satellites (Sec. 
III.H), that fluxes are uncertain, and that regolith properties can dramatically 
alter yields. McKinnon (1983), accepting that ring particles are spherical but 
not recognizing a plausible way to allow tidal heating to produce volcanism, 
calls upon the melt and vapor generated in a single large impact to develop 
small spherical ring grains; he admits that such collisions are rare and calcu
lates that the probability of observing such a ring is only - 1 % . Hill and 
Mendis (1982b) maintain that the ring is simply a concentration of interplane
tary dust, but that seems improbable for the same reasons that a similar 
proposal for the Jovian ring was questioned. 

The two most developed papers on the physics of the E Ring both reach 
impasses. Haff et al. (1983) identify various paradoxes that exist in the in
teraction between the E Ring and its plasma environment, while Morfill et al. 
( 1983b) consider transport processes in the E Ring and find no reason for its 
outer terminus. 

C. Saturn's F Ring 
Since chapters by Cuzzi et al., and Dermott describe the dynamics of the 

F Ring in some detail, we will content ourselves with listing references for 
basic ideas and with addressing a few specific points. 

The shepherding satellites on either side of the F Ring are generally 
acknowledged to narrow the ring (Goldreich and Tremaine 1982; Dermott 
chapter). Usually the nonaxisymmetric structures in the F Ring are ascribed to 
the gravitational perturbations of the satellites. The larger inner satellite ap
pears to be-as it should be-most influential. Over a single orbit, ring 
particles drift 3mia = 7800 km (see Eq. 28 in the chapter by Cuzzi et al.) 
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with respect to 1980S27; as demonstrated numerically by Showalter and 
Bums (1982), the impulses at the satellite's closest approach produce periodic 
clumping of the same wavelength (Fig. 19 in Cuzzi et al.'s chapter), and this is 
approximately what is observed (Smith et al. 1982). However such models 
have not been able to produce braids; in addition perturbations due to the 
satellites should develop only a single wavelength rather than the variety seen. 
Synnott et al. (1983) find that the braids, etc., are especially formed near the 
most recent satellite conjunction; however, according to Showalter (1983), 
such conjunctions have no special dynamical effect on the ring, so any ob
served association, given the observational errors, may be coincidental. The 
long-time evolution of an elliptical ring perturbed by a satellite on an elliptical 
path has been addressed by Borderies et al. (1983), who note that the apoapse 
of 1980S27 's orbit might periodically penetrate the F Ring with presumably 
disastrous consequences. Indeed this disruption should be continually occur
ring for the recently found faint ringlet inward of the nominal F Ring (Bums et 
al. 1983). 

Perturbations by satellites on circular orbits were once suggested to braid 
the ring across resonances (Dermott 1981); because the fine spacing between 
resonances would confuse trajectories and because the actual elliptical orbits 
introduce qualitatively different dynamics, this is no longer accepted. Gold
reich (see Smith et al. 1982) has suggested that the motions of large particles 
within the F Ring could induce the observed twisted and clumped morphology 
(see Marginal Figs. in Weidenschilling et al.'s chapter). Several schemes 
involving charged grains have also been put forward to explain the clumpy 
and braided nature of the F Ring. Suggestions have included electromagneti
cally disturbed orbits (Hill and Mendis 1981; Smoluchowski 1981), a current 
instability (Hill and Mendis 1982a) and coherent orbit perturbations (Morfill 
et al. 1983b). All of these are less viable now that Griin et al. (see their 
chapter) have inferred that charges will be substantially reduced in any rela
tively dusty ring such as the F Ring. An additional difficulty faced by any 
electromagnetic origin for the F Ring structure is that charge-to-mass ratios 
need be quite uniform in addition to being unusually large; but, according to 
Bums and Showalter (1981), stochastically varying potentials and a distribu
tion of masses make this improbable. 

VI. SUMMARY 

We have appraised a class of planetary rings-the ethereal rings-that 
have low optical depths, generally contain a large complement of miniscule 
particles, and interact significantly with other magnetospheric residents. 
These same rings are likely sculpted by adjacent and/or embedded satellites. 
The dominant physical processes for diffuse rings are often different from 
those that apply to the more substantial rings of Saturn and Uranus. In particu
lar, small particles last for limited times and so the specks seen today must be 
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continually replenished if these rings are to be longstanding members of the 
solar system. Grains also undergo appreciable orbital evolution and are sub
ject to electromagnetic forces. On the other hand, collisions and collective 
effects are probably not so important for the faint rings as they are for the 
denser and more massive rings. 

A reanalysis (Showalter et al. 1983a, b, 1984) of Voyager data on the 
Jovian ring is providing improved understanding of its morphology and com
position. Jupiter's ring is made up of a relatively bright band plus a toroidal 
(i.e. radially-confined and vertically-extended) halo. The band is flat, thin and 
approximately uniform radially. A distribution of particles with sizes centered 
near a few microns constitutes much of the band while smaller particles are 
present in the halo. 

Many of the Jovian ring's observed properties can be explained by, and 
indeed apparently require, the presence of innumerable macroscopic (but as 
yet unseen) parent bodies within the ring. The visible ring grains are derived 
from these moo ms by meteoroid impacts, although dust from Io could also be 
a factor. These tiny grains are destroyed in short times by sputtering; micro
meteoroid fragmentation is a minor contributor to their demise. The primary 
cause of orbital collapse is plasma drag, which moves grains significantly 
over their lifetimes. Collisions amongst particles and with parent bodies damp 
out-of-plane motions in the bright ring to determine its thickness. The ring's 
radial structure is produced by the radial distribution of the parent bodies 
(including the two known satellites), by the ability of the large mooms to 
serve as sources or sinks for visible grains, and finally by radial variations in 
rates of orbital evolution and destruction. The halo particles are likely derived 
from grains that evolve inward from the main belt. Once sizes become small 
enough, perturbations from the tilted Jovian magnetic field push particles out 
of the ring plane; since few (or no) parent bodies lie in the halo region, these 
grains are not damped back to the plane. 

The Satumian ethereal rings are not as well understood as their Jovian 
counterpart although they seem to share many of its characteristics. As with 
Jupiter's ring, the inferred particles are micron-sized, have orbits which 
evolve rapidly, and perish in times short compared to the solar system's age. 
Once again, plasma drag and sputtering are the dominant evolution processes. 
The sources to regenerate the small particles in these rings are uncertain. For 
the F Ring, hidden parent bodies are a likely source; micrometeoroid erosion 
and jostling collisions, perhaps driven in part by the shepherding satellites, 
may be instrumental in providing material. In the case of the E Ring, 
Enceladus is a likely source although the precise mechanism to inject material 
remains elusive. So little is known about the G Ring that its origin must be 
considered a total enigma. 

The class of ring structures discussed in this chapter has much to teach 
about processes important both today and at the time of the solar system's 
origin. One should not expect that the amount of understanding to be gleaned 
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from a ring system be proportional to its mass. Nor, as we have well demon
strated, should a ring's mass bear a simple relationship to the amount that can 
be written about it. 
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Micron-sized dust grains were identified by their light scattering characteristics 
in most rings of the outer planets. A multitude of interactions between the 
magnetospheric particles.fields, and dust grains has been proposed. We review 
the major effects and indicate the pertinent observations. Energetic particle 
absorption signatures observed by Pioneer 11 and Voyager 1 and 2 trace the 
mass concentrations of particulates in the magnetospheres of Jupiter and 
Saturn. Particulates immersed in the magnetospheric plasma and exposed to 
solar ultraviolet radiation will charge up to a surface potential which depends 
on the density and electron energy E,, of the plasma as well as on the concentra
tion n,1 of the dust particles. An isolated dust grain ( na < Av-"; Av = Debye 
length, typically 10' - JO'cm) becomes negatively charged if the plasma elec
tron flux exceeds the photoelectronflux (-2 .5 x J0 10r-' cm->s-', at distance r 
in AU from the Sun) from its surface. Its surface potential will reach V0 - E ele 
(e = electronic charge). At high dust concentrations (nr1 > A[)--") the charge on 
the dust grains will be significantly reduced. Kinetic effects of charged dust 
particles arise from the interaction with the planetary magnetic field. Radial 
drift of dust particles is induced by systematic and stochastic charge variation 
and by the plasma drag. Sputtering and mutual collisions affect the sizes of 
grains. Electromagnetic effects are discussed that lead to the halo of Jupiter's 
ring, the dust distribution in Saturn's E Ring and to levitated dust in the B Ring 
(spokes) as well as on the Moon. 
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Recent space probe measurements detected high dust concentrations in 
the magnetospheres of Jupiter and Saturn. Voyager 1 discovered the Jovian 
ring (Smith et al. 1979; see also chapter by Bums et al.) after it has been 
suspected by Pioneer 11 data analysis (Fillius 1976; Acuna and Ness 1976). 
At Saturn, Pioneer 11 and Voyager 1 and 2 disclosed a number of dust 
phenomena (cf. chapter by Cuzzi et al.). Some of them are obviously corre
lated with magnetosphere characteristics; for example, the spoke phenomena 
in Saturn's B Ring showed a periodicity with Saturn's rotation period (Porco 
and Danielson 1982) which indicates a coupling of spoke activity to the 
planetary magnetic field. 

Most dust observations were made in the inner magnetospheres where the 
magnetic fields and also the plasma densities are relatively high. Absorption 
effects of magnetospheric charged particle populations by material concentra
tions in Saturn's ring system were immediately evident in the observations 
(Simpson et al. 1980; Vogt et al. 1981). Effects of the magnetospheric parti
cles and fields on the dust grains are more subtle and generally not easy to 
observe directly. 

Dust-magnetosphere interactions have been studied since the first mea
surements of particulates in the Earth's vicinity became available. Several 
investigators studied the magnetospheric effects on dust concentrations in the 
Earth's neighborhood (Opik 1956; Belton 1966; Shapiro et al. 1966). These 
effects could not be verified by measurements because of the low dust con
centration near the Earth. Lunar observations both by remote sensing and in 

situ experiments showed effects of electrostatically levitated dust (Rennilson 
and Criswell 1974; Sevemy et al. 1974; Berg et al. 1976). Recent satellite 
measurements indicate that electrostatic disruption of large fluffy mete
oroids occurs in the auroral zones of the Earth's .magnetosphere (Fechtig et al. 
1979). In the Jovian system Mendis and Axford (1974) proposed that dust
magnetosphere interactions are responsible for the albedo variations of the 
Galilean satellites. From all these studies it became apparent that only for 
micron-sized grains do electromagnetic forces become important compared to 
gravitational force. 

Indeed, largely from observation of the relative strengths of forward- and 
back-scattered light, it has become clear that such small (micron- and 
submicron-sized) grains dominate the populations of certain regions of the 
known planetary ring systems. These regions include the extended E Ring and 
the thin F and G Rings of Saturn, as well as the extended ethereal ring of 
Jupiter (see chapters by Cuzzi et al. and by Bums et al.). Also the near radial 
spokes seen to rotate across the dense B Ring of Saturn, which seem to 
be elevated above the ring plane, are apparently composed of such small 
grains. Since these discoveries, the number of scientists interested in dust
magnetosphere interactions is rapidly increasing. 

A variety of effects has to be considered to study dust-magnetosphere 
interactions. Plasma and energetic particles are absorbed by the particulates. 
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Neutral atoms, molecules, ions, and electrons are emitted upon the impact of 
energetic ions and by mutual collisions among the dust particles. Simultane
ously the dust grains are eroded. Dust particles are charged by electron and 
ion capture from the plasma as well as by the photoelectric effect from the 
solar ultraviolet radiation. Electrostatic disruption of individual gri,.ins as well 
as mutual repulsion and levitation may occur. Momentum exchange with the 
plasma exerts a drag on the grains which causes a radial drift towards or away 
from the planet. Interaction of charged dust particles with the planetary gravi
tational and magnetic fields (gravito-electrodynamics) becomes an important 
factor in the dynamics of highly charged small dust particles. For the descrip
tion of radiation pressure effects see the chapter by Mignard. Stochastic 
fluctuations of the charge state of grains causes a diffusion of small dust 
particles throughout the magnetosphere. 

This chapter gives an overview of the field of dust-magnetosphere in
teractions and shows the areas of current research. In Sec. I we describe the 
environment to which the dust grains are exposed: magnetospheric particles 
and fields. In the following sections we discuss the physical processes (Sec. 
II) and kinetic effects (Sec. III) of dust-magnetosphere interactions. Finally in 
Sec. IV we discuss relevant observations in the magnetospheres of the Earth, 
Jupiter, and Saturn and indicate the status of their interpretations. 

I. CHARACTERISTICS OF JUPITER'S AND 
SATURN'S MAGNETOSPHERES 

Within a magnetosphere the magnetic field is controlled by the field 
inherent in the planet. Close to the planet the magnetic fields of Jupiter and 
Saturn can be approximated by a centered dipole (this neglects higher mul
tipole moments which are generally small [cf. Connerney et al. 1982]). The 
equatorial magnetic field strength is then expressed by 

B = B0 • L -• (1) 

where L is the magnetic shell parameter which corresponds (in the magnetic 
equatorial plane) to the distance from the center of the planet in units of the 
planetary radius R (with index J for Jupiter and S for Saturn). The equatorial 
radii are RJ = 7.14 x 10" cm and Rs= 6.03 x 10• cm. Space probe measure
ments yielded values of B0 J = 4.2 Gauss (Smith et al. 1974; Acuna and Ness 
1976) and B0s = 0.20 Gauss (Smith et al. 1980; Acuna and Ness 1980). The 
same measurements showed that Jupiter's magnetic dipole axis is tilted by 10° 
with respect to the planetary rotation axis, with longitude of the magnetic pole 
in the northern hemisphere 230°. Saturn's dipole axis is within 1° of being 
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parallel to the rotation axis. Both dipole fields have their magnetic north pole 
in the northern hemispheres of the planets, hence their polarities are opposite 
to that of the Earth's magnetic field. 

The inner part of the magnetosphere out to about IO planetary radii (the 
exact distance varies from planet to planet), where the magnetic field is still 
dipolar, is called the plasmasphere. It contains plasma which rigidly rotates 
with the planet at a speed 

u(r) = Dr (2) 

where r is the distance from the rotation axis and D is the rotational angular 
velocity. The values are DJ= 1.7585 x 10-• radians s-' and Ds = 1.6378 x 
1 o-• radians s _,. The distance at which the angular velocity of the planet 
equals the circular Keplerian orbital motion (synchronous orbit) 

(3) 

where µ, = GM, with G = gravitational constant and M = mass of the planet 
(µ,J = 1.25 x 10" cm" s-2 and µ,5 = 3.80 x 1022 cm" s-2), is commonly 
referred to as the corotation distance rro- This distance'"" J = 1.59 x 10'0 cm 
(2.22 RJ) and rco s = 1.12 X 1010 cm ( l.86 Rs)-

Inside the plasmasphere the plasma density n increases towards the planet 
from about 1 electron cm - 3 at L = lO to about 102 cm-" at L = 3, and the 
electron energy Ee decreases from about 100 eV to 10 eV (Frank et al. 1976; 
Bridge et al. 1979, 1981). Beside this general trend there are some important 
local deviations (see Fig. 1). Particularly high plasma density n - 3000 cm-" 
is found in the Io plasma torus (Bagenal and Sullivan 1981; Scudder et al. 
1981). Especially low values (n = 10-2 cm-") have been estimated by Goertz 
and Morfill (1983) for the region above and below Saturn's A and B Rings. 
The composition of the ions in Jupiter's plasmasphere is mainly oxygen and 
sulfur (0+ and s"+) or some combination of both ions (Frank et al. 1976; 
Bridge et al. 1979) and in Saturn's plasmasphere o+ has been identified 
(Bridge et al. 1981, 1982). 

Outside the plasmasphere the magnetic dipole field is distorted by ring 
currents carried by the plasma. The densities are low, 10-2 cm-" ,sn ~ 1 
cm-3 but the energies may be> 1 keV (Bridge et al. 1979, 1981). 

Besides this low-energy plasma, a second but distinctly different charged 
particle population also occupies the inner part of the magnetosphere. This is 
the high-energy (MeV) particle population of the radiation belts. The fluxes 
may reach 101 cm-2 s-' in the regions of highest intensities (Fillius 1976; 
Fillius et al. 1980). 
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Fig. I. Plasma characteristics (density n and electron energy E,) in the inner magnetospheres 

of Jupiter and Saturn. The plasma in the plasmasphere shows a systematic trend from high 

densities/low energies close to the planets (small L) to low densities/high energies farther 

away. Especially high densities are found in the Jo torus, and especially low plasma densities 

have been predicted above Saturn ·s A and B Rings. The dashed lines show the correspond

ing Debye length An and the plasma electron fluxes, respectively. For comparison the 

photoelectron flux from a metal surface is shown, at the distances of Jupiter and Saturn. 
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From the plasma density and the electron energy Ee other important 
parameters like the Debye length A.0 (shielding length in the plasma) 

(4) 

or 

(4a) 

The electron flux 

(5) 

can be derived, where ne is the electron density, e is the electronic charge, and 
me is the electron mass. These quantities are also shown in Fig. 1. The Debye 
length varies from 102 to 10• cm in the inner magnetosphere and the electron 
flux ranges from 10" to 1011 cm - 2 s _,. 

For comparison we also show the flux of photoelectrons released from a 
metal surface illuminated by the Sun at the distance of Jupiter (5.2 AU) and 
Saturn (9.5 AU). The flux of photoelectrons from such a surface at the Earth's 
distance (1 AU) is 2.5 x 10'0 cm-2 s-' (Wyatt 1969). This number is based on 
the solar ultraviolet flux measurement by Hinteregger (1965) and on mea
surements of the wavelength dependent photoyield. Feuerbacher and Fitton 
(1972) extended this work to other materials including nonconducting materi
als like silica and indium oxide, and carbonaceous materials like Aquadag, 
vitreous carbon, and graphite. Graphite showed the lowest yield, approxi
mately one order of magnitude lower than the photoyield of metals. The yields 
of indium oxide and silica were intermediate. Therefore the photoelectronic 
flux from natural dielectrics like ices and stones may be somewhat lower than 
that from metals. The comparison of the fluxes shows that in the inner plas
maspheres of Jupiter and Saturn the plasmaelectron flux exceeds the photo
electron flux by far, except in the regions of the A and B Rings of Saturn. 

II. PHYSICAL PROCESSES 

A. Energetic Particle and Plasma Absorption 

Cold (eV) plasma and energetic (MeV) particles coexist in inner mag
netospheres. The energetic particle population, which consists mainly of elec
trons and protons, is trapped by the planetary magnetic field. There is a 
hierarchy of motion represented by the time scales involved for a trapped 
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Fig. 2. Phase space density of energetic particles. For curve (a) no sources or sinks are 
assumed between L., and L,. For curve (b) a partially absorbing ring of particulates has been 
assumed between L, and L,. The same macro-signature of the time averaged phase space 
density would be obtained from a satellite orbiting in the same distance interval. A time
dependent micro-signature ( curve c) would be observed close to a satellite or a clump of ring 
material. 

particle in a magnetic dipole field (the times given below are valid for 1 MeV 
protons in Jupiter's and Saturn's magnetospheres, respectively, at L = 3): 

1. Gyration about its guiding field line (2 x 10-•s, 5 x 10-"s); 
2. Bounce motion (33 s, 28 s) due to mirroring in the stronger magnetic field 

regions closer to the poles of the planet; and 
3. Longitudinal drift motion (2 x lO"s, 6 x 10•s). 

Both spatial and temporal inhomogeneities in the magnetic and the re
lated electric fields which are comparable to the gyroradius or gyroperiod will 
introduce nonadiabatic particle orbits, which in consequence will cause a 
radial diffusion of the trapped particles (cf. Schulz and Lanzerotti 1974). 
Figure 2, curve a, shows the distribution of the phase space density of ener
getic particles as a function of the magnetic shell parameter L. The phase 
space has been specified at an outer boundary (L.) and is assumed to be 
zero at an inner boundary (L0 ). Between these boundaries no local sources 
or sinks have been assumed. The phase space density declines monotonically 
asL decreases fromL. inward and exhibits no maxima or minima. 
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If there is a partially absorbing ring of particulates in that region of space, 
then the number of charged particles is reduced in the tubes of magnetic lines 
of force passing through the ring. The local phase space density of energetic 
particles is reduced in the range of the ring between L 1 and L 3 (Fig. 2, curve 
b). Since there is no source assumed in that region, there is no maximum. The 
same macro-signature ( curve b) is seen for a satellite orbiting in the radius 
interval between l 1 and L, if one measures the time-average phase space 
density. Close to a satellite, however, total depletion of energetic particles can 
be observed, which is due to the absorption of all particles from a tube of 
magnetic field lines intersecting the satellite. The particle shadow of a satellite 
for a particular class of particles either precedes or follows, depending on the 
relative drift motion of the satellite in its orbital motion, and is gradually filled 
in (as a function longitude ahead of or behind the satellite) by radial 
diffusion. Such a time-dependent signature localized in longitude is called 
micro-signature (Fig. 2, curve c). The .time-averaged or longitudinally
averaged effect on the radial distribution of trapped particles is the above 
described macro-signature of a longitudinally uniform distribution of dis
persed particulate matter in the form of a ring. A longitudinally localized 
distribution of particulates can masquerade as a satellite and would be difficult 
to distinguish from a satellite by the particle absorption technique. 

The power of this technique for the identification of concentrations of 
particulates has been demonstrated by the Pioneer 11 and Voyager 1 and 2 
measurements at Jupiter's and Saturn's rings (Fillius 1976; Goertz and 
Thomsen 1979; Van Allen et al. 1980a, b, c; Van Allen 1982). Energetic parti
cle absorption signatures near Saturn's G Ring reported by Van Allen et al. 
(1980a) were interpreted as a mass density per unit area normal to the ring 
plane of ~7 x 10-• g cm-2 (Van Allen, personal communication, reported by 
Gurnett et al. 1983). In the region of the F Ring Van Allen et al. (1980c) 
reported three individual micro-signatures, interpreted by Van Allen (1982) as 
three nearby satellites or longitudinally-localized distributions of dispersed 
particulate matter at radial distances 141,179 ± 100 km, 140,630 ± 80 km, 
and 140,150 ± 80 km. For comparison the (elliptical) F Ring has been opti
cally identified at a mean distance of 140,300 km from Saturn's center. 

Morfill et al. (1980d) suggest that in the Jovian system also, outside the 
optically visible ring, a concentration of small dust particles leads to signifi
cant losses throughout the inner magnetosphere that are in agreement with the 
available energetic electron measurements (Van Allen 1977). 

Also, thermal plasma is affected by the absorption by a tenuous ring. 
Voyager 1 and 2 observations of the electron distribution showed a depletion 
of higher energy electrons(> 700 eV) by Saturn's E Ring (Sittler et al. 1981). 
The lower energy electrons are not affected because their bounce frequency 
and collision frequency, which are proportional to the particle energy, are 
lower and hence their absorption rate is reduced. Sittler et al. (1981) showed 
that the E Ring extends out to about 9 Rs and is not symmetrical about Saturn. 
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They also found some absorption signatures between 15 and 17 Rs and outside 
20R8 • 

B. Charging of Dust Particles 

A dust particle immersed in a plasma will be hit by electrons and ions. 
These electrons and ions will stick to the dust grain and change its charge state 
until the flux of positive charges onto the surface equals the flux of negative 
charges. If there are other currents of charged particles to and from the 
surface, such as photoelectron and secondary particle emission, they must 
also be taken into account. Charge equilibrium is reached when the sum of all 
currents is zero. Two cases can be distinguished: (1) there is only one isolated 
particle within a sphere of the radius of the Debye length >..v, and (2) there are 
many particles within a Debye sphere and the electric fields of neighboring 
particles overlap. We shall begin with the first case. 

1. 1 solated Grains. We want to calculate the particle's surface charge and 
its variation with time when immersed in a plasma and irradiated by solar 
ultraviolet radiation. The plasma has density n=ne=n1, thermal electron 
energy Ee, and ion energy E1• We shall assume that the thermal electron and 
ion velocities are much greater than the dust grain velocity so that we may 
consider the particle at rest with respect to the plasma. In a Maxwellian 
plasma with electron temperature Te and ion temperature T1 (or thermal ener
gies Ee = kTe and E1 = kT;, respectively, where k is the Boltzmann constant), 
the rate of incidence of electrons on a grain with radius s and with (positive) 
chargeN e (e = electronic charge) results in a charging rate 

(6) 

where ae is the sticking efficiency of electrons (- 1) to the grain and V = Nels 
is the potential of a (spherical) particle which has surface charge q = Ne 
(number of electronsN = 700 Vsµ, with Vin volts and grain radius s µ in ,um). 
The rate at which positive ions are incident leads to a gain in (positive) charge 
at a rate 

dNI dt; = 1rs"a1 n1 c1 exp(-eV/kT;). (7) 

a; is the sticking efficiency of ions ( = l) and c,, and c; are the thermal 
velocities of electrons and ions, respectively, in a Maxwellian plasma; 

( 2kTe ) ½ ( 2kT; ) ½ 
Ce = -- and C1 = -- . 

me m; 
(8) 
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The rate of increase of (positive) charge on the grain due to photoemission is 
(Wyatt 1969) 

dNI -d . = 1rs2 K f(V) 
t pe 

where we can represent f(V) approximately by 

{ 
1, 

f(V) = -v IV* e , 

ifV,;;; 0 
ifV > 0. 

(9) 

(10) 

Wyatt (1969) estimates a yieldK = 2.5 x 1010 (R0 /r)2 photoelectrons cm-2 s-' 
in the solar ultraviolet spectrum at r = R 0 = I AU for a metal target. This 
number may be reduced by a factor of 0.1 for dielectrics (Feuerbacher and 
Fitton 1972). The constant V* depends on the mean kinetic escape energy of 
the photoelectrons, and is - 3 V. 

The equilibrium potential V0 is then found by setting 

dNI dNI dNI - +- +- = 0 
dt e dt t dt pe • 

(11) 

If the photoelectron flux dominates (cf. Fig. 1), the equilibrium charge will be 
positive, and the exp (-VIV*) factor automatically ensures small potentials 
V0 - V*. The charge on the dust particle is given by 

(12) 

whereq is in e.s.u.,s incm and V0 in volts. 
This situation applies to interplanetary space (Rhee 1967; Wyatt 1969) 

and to regions where the plasma flux is low (e.g. above Saturn's A and B 
Rings). In the dense plasma regions of the magnetospheres, the thermal elec
tron flux exceeds all other fluxes on a grain at potential V = 0. In the case 
where plasma electron flux and photoelectron flux are the main fluxes, the 
equilibrium potential V0 is given approximately by 

(13) 
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Fig. 3. Curves of constant r ns as a function of ion (£;) and electron (£,) thermal energies. 
For plasma density n (in cm-") and grain radius s (in cm), r is the time scale for charging 
up, in seconds (from Johnson et al. 1980). 

If photoelectron flux is negligible compared to the plasma electron flux (i.e. 
ne Ce>> K) then balance is achieved by Eqs. (6) and (7) and we get 

(14) 

In other words, if ne Cp < K (by a factor ~ 2), the equilibrium potential is 
V0 - Eele and is negative. 

The charging time constant T can be obtained from Fig. 3 (after Johnson 
et al. 1980) for the case where plasma fluxes dominate. For given plasma 
energies Ee and Ei, the product ms is obtained; e.g., if Ee = E; = 100 eV, 
ms = 0.3, and for plasma density n = 10 cm-a ands = 10-• cm a charging 
time constant T = 300 sis calculated. The surface potential V of the dust grain 
varies with time as 

V = V0 [l - g exp (-tfr)] (15) 

where the initial charge is V(t = 0) = V0 (1-g). These short time scales show 
that the potential on the grain surface follows variations of the plasma 
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parameters, (ne, Ee) which have comparable or longer time scales. Therefore 
the charge state of a dust grain is determined by the local plasma conditions. 

The negative equilibrium potential may be altered toward less negative 
values by several effects. If the dust particle is in motion relative to the plasma 
with a speed w = v-u (vis the orbital speed of the dust particle and u is the 
corotational speed of the plasma) which becomes comparable with the ther
mal speed of the ions, or even with that of the electrons, then the currents onto 
the dust grain are enhanced. Typical relative speeds range from w = 0 at the 
corotation distance to several 100 km s-' in the outer plasmasphere. The 
thermal speed of 100 eV electrons is 6 x 103 km s-', whereas the thermal 
speed of oxygen ions of the same energy is 35 km s -•. With respect to the 
electrons the dust particles move with subsonic speed in all regions of the 
magnetosphere, but with respect to the ions the motion is supersonic in the 
outer parts of the plasmasphere. Therefore the ion flux onto the dust grain is 
enhanced and hence the negative equilibrium potential V0 is reduced. A full 
treatment of this case is given by Wyatt (1969) and Mendis (1981). 

At plasma energies > l O e V secondary emission from solid particles 
becomes important and causes a reduction of the negative equilibrium poten
tial. At plasma energies > 100 eV the yield of secondary electrons may 
become > 1 for some materials, and the charging effect of the impacting 
electrons reverses because more electrons are released than picked up. The 
equilibrium potential will then become -10 V positive, since the energies of 
the secondary electrons are typically 10 e V. This effect is discussed in more 
detail by Meyer- Vernet (1982). 

2. Collective Effects. An ensemble of dust particles embedded in a 
plasma is, of course, not necessarily described by the single, isolated particle 
approach used above. The question is, when are collective effects important? 
By collective, we mean not the mass, momentum, and energy interchanges 
that occur in a mass loaded plasma, but the interactions between neighboring 
particles and the resultant influences on the plasma, and in turn the backreac
tion on the dust particles. Collective effects are important when the plasma 
relaxation time scales and natural length scales become larger than the de
termining time and length scales of the dust distribution. 

One important process is the redistribution of the plasma in the presence 
of a foreign point charge. The associated length scale is the Debye length 
Ao, and the time scale is given approximately by A.nice, where Ce is the 
electron thermal velocity. The redistribution of the plasma implies that the 
foreign point charge is shielded from the rest of the system outside a distance 
of a few A.0 . If the mean separation between dust particles d = nd -½ (where 
n 11 is the spatial density of the particles) is smaller than Ao, then neigh
boring dust particles are not shielded and isolated from each other; they begin 
to act like a solid dielectric. For a flat extended ring, this implies that the 
ring particle surface potential must be calculated as if it were a flat plate. The 



DUST MAGNETOSPHERE INTERACTIONS 287 

influence of the neighboring particles then simply leads to a reduction in 
the total ring surface charge. As shown by Morfill (1983a, b) and Goertz and 
Morfill (1983) for the case of Saturn, the ring potential can be calculated from 

(16) 

with the work function for ice V* = 3 V, the photoelectron yield for ice at 
Saturn K = 2.5 x 101 cm-2 s-•, and the photoelectron flux from the iono
sphere K 1 = 2. 5 x 105 cm_, s _,. This yields values for the ring potential 

V R = + 10 volts for optical depth Tn = 1 and V R = + 4. 7 volts for optical 
depth Tn = 0.1. The corresponding surface charge density is 

(17) 

Again for Saturn's rings, this yields <I= 500 electrons cm-2 (Tn = 1). Ring 
particles with a systematic charge >+e (electron charge) must have radii 
~0.05 cm. Smaller particles have only statistically fluctuating charges. We 
will see that only micron- or submicron-sized particles are at all likely to be 

electromagnetically affected. If these particles carry essentially no charge, as 
seems indicated by these considerations, then we must conclude that, on 
average, electromagnetic processes are unimportant in sufficiently dense 
planetary rings. They may be of interest for ring halos, if these consist of dust 
grains sufficiently small and not too abundant. If the halo were for some 
reason too dense, it would shield itself electrically, the perturbing elec
tromagnetic forces would be turned off, and the dynamical evolution would be 
governed by dust-dust collisions finally leading to a flattened ring, unless it is 
continually replenished. 

It may also be of interest that small practically neutral ring particles 
fluctuate among -1, 0, and + 1 e over time scales given by the solar ul
traviolet flux and its photoionization efficiency. At Saturn, this time scale is 

Tve = l/('TTS 2K) - 1.3/s~ seconds (18) 

where s µ, is the particle radius in µ.m. The material is assumed to be ice. 
Further, if the electron energies are - few eV (and thus Ce= 10" cm s-'), any 
plasma density ~ 0.25 cm-" suffices to charge isolated dust particles m 
Saturn's magnetosphere negatively. The Debye length (in cm) is then 

(19) 

and the time scale for plasma readjustment is 
_, 

Tr1 = 'A./)lce = 10-·' ne 2 seconds. (20) 
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This time scale is much shorter than any time scale involving dust grains (such 
as the time scales for charge fluctuation, translational motion, collisions, 
momentum exchange, etc.). Hence no higher order corrections are ever re
quired in the situations discussed here. 

Let us consider quite generally a dust ring with normal optical depth T, 

mean particle size s, and scale height h. The dust particle number density 
is then 

n = T/(1rs 2h) (21) 

and the mean separation between dust particles is 

d -¼ 
=n . (22) 

From Eqs. (19) and (22) we define the parameter T): 

YJ = A.v/d = 3.2 X 10' ne -½ (T/h)1 (23) 

where h is the scale height in cm, ands is set equal to 1 µ,m. In Table I we list 
estimates of Y/ for some specific rings (note that we have always used c e = 10" 
cm s-'; some plasma environments may be somewhat hotter). As can be seen 
from this table, the only clearcut cases where dust particles are isolated are the 
Jovian ring halo and the E Ring of Saturn. All other systems (at least when 
fully evolved, e. g. in the case of the spokes) must be regarded as collective, 
in the sense defined above. This implies that electromagnetic perturbations are 
unlikely to be important for most ring phenomena, except for Saturn's E Ring 
and Jupiter's ring halo, and perhaps for Saturn's G Ring and any disk compo
nent of Jupiter's ring system. 

TABLE I 

Electrical Conditions in Planetary Rings 

Plasma Normal Scale 
Density Optical Height 

Ring (cm-") Depth (km) Tj 

Jupiter ring < 100 - 10-' < 30 >5 
Jupiter halo - 100 - 10-" 104 0.5 
ERing ~ 10 10-" 10'-10' 0.5-1 
G Ring 10 10-" 103 2 
FRing < 10 - 0.1 < 1 > 103 
A and B Ring 10-' I 1 -10' 
Spokes region - 100 0.1 -30 - 100 
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C. Electrostatic Disruption and Particle Levitation 

A possible consequence of the electrical charging of dust particles is 
bursting due to the electrostatic stresses and the mutual repulsion of homo
geneously charged grains. If one particle is much larger than the other and 
if the repulsion is counteracted by the gravitational attraction, then this sit
uation is commonly referred to as electrostatic levitation (see below). 

1. Electrostatic Disruption. This mechanism was first described for in
terplanetary meteoroids by Opik (1956). Electrostatic disruption of charged 
dust particles occurs if the tensile strength F1 of the particle in dynes cm - 2 

is exceeded by the electrostatic repulsive force acting on a sphere of radius s 

(in cm) at a surface potential V 0 (V): 

(24) 

The relevant tensile strength (and the corresponding maximum surface field 
strength Vols) is - 10· dyn cm-2 oo· V cm-1 ) for fluffy aggregates, 10· to 
10" dyn cm-2 (106 to 101 V cm-1 ) for ice, 101 to 109 dyn cm-2 (3 x 10• to 
3 x 101 V cm- 1 ) for silicates, - 7 x 10" dyn cm-' (9 X 101 V cm- 1 ) for 
glass, and - 2 x 1010 dyn cm-2 (1.5 x 10" V cm-1 ) for metals (Opik 
1956; Rhee 1976; Pollack et al. 1979; Bums et al. 1980). Figure 4 shows lines 
of constant tensile strength (i.e. field strength) as a function of particle radius 
and surface potential. 

Micron- and submicron-sized particles have increased strength because 
they may consist of individual crystals. For these particles the maximum field 
strength attainable at the surface is limited by ion field emission in the case of 
positive grain charge, or by electron field emission in the case of negative 
grain charge. The maximum field strength is then - 5 x 10" and - 101 V cm-1 

for ion and electron field emission, respectively (Miiller 1956). Charging of 
spherical dust particles made of carbon, glass and metals in the laboratory 
resulted in surface field strengths within a factor of 5 of the ion field emission 
limit, without destroying the dust particles (Vedder 1963; Friichtenicht 1964; 
Fechtig et al. 1978). However, dust particles in planetary rings may be more 
friable than generally undamaged laboratory specimens, due to collisions 
among ring members (Bums et al. 1980; Horz et al. 1975) and radiation 
damage (Mukai 1980; Smoluchowski 1980). Both effects enhance flaw den
sities and thereby weaken grains. 

While Opik (1956) calculated the electrostatic pressure for spherical 
grains, a more general derivation for prolate and oblate spheroids is given by 
Hill and Mendis (1981b ). Another more general description of electrostatic 
bursting is obtained for particles with rough surfaces, if the dimensions in Eq. 
(24) is that of a typical asperity, not that of a whole grain. Since any rough
ness is usually much smaller than the grain itself, the stresses acting on 
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surface elements are considerably higher than given by Eq. (24). Such surface 
bumps will first be eroded away, and the grain will become more spherical. 
Eventually, if the tensile strength of the grain is sufficiently large, the end 
chipping process will cease; otherwise, chipping will continue until the grain 
becomes spherical, at which time it will explode in toto. 

2. Electrostatic Levitation and Blow-off of Small Particles. In this sub
section we consider the combined effect of electrostatic repulsion and grav
itational attraction of spherical particles with radii s O and s, where s O > > s. 
The small particle may be one which is electrostatically chipped off from the 
larger one or which inelastically collided with the larger one, and got stuck 
due to gravitational attraction when there was less electrostatic repulsion be
tween the particles. The effects of spinning particles and of particles within 
the Roche limit will be discussed at the end of this subsection. In a plasma 
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with Debye length Ao the large particle will be charged to the surface poten
tial V0 which depends on the plasma conditions and the solar ultraviolet 
flux. The electric potential U at a point r (r > s0 ) from the center of the large 
particle is given by 

Vo So 
U = --e-l(r-s,,)l.\"I 

r 
(25) 

and the electric field strength E is 

IE I = So(Av+r) 
, Vo 2, 

r I\D 
(26) 

The small dust grain lying on the surface would acquire a charge q (we assume 
s <<An), This charge is proportional to its projected surface area, as was 
first pointed out by Singer and Walker (1962): 

• • Eo q = 7T S <I = 7TS ·--
o 47T (27) 

where a-0 is the surface charge density on the large particles and E0 is the 
surface field strength. Setting r = s 0 and substituting Eq. (26) in Eq. (27) 
yields 

An+so 
q = -4 s' Vo A • 

D So 
(28) 

Note that this charge is much smaller than the charge (q = sV0 ) that would 
be acquired by the grain if it were at a potential V0 in free space. The number 
of electronic charges N on such a grain is given by 

q -4 2 
N = - = 1.74 X 10 Sµ V0 

e 
(29) 

with sµ in µ,m, V0 in volts and AD and s O in meters. The value N for 
a micron-sized grain lying on a particle with s O = l m at V0 = 10 V and 
An = 10 m is 1.9 x 10-". Obviously a grain cannot have a fractional elec
tronic charge, and the proper interpretation of this number is that the net 
charge of N-' small grains lying on the surface of the bigger one is unit 
charge, i.e., some of them are positively charged due to the loss of a photo
electron, some are negatively charged by the capture of a plasma electron, 
and many are uncharged (we assumed zero conductivity through the 
large particle). 
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As soon as the small grain leaves the larger particle it may acquire its full 
free space charge N = 700 V0 sµ. Therefore we will discuss in the following 
sections both extreme cases, N = l and N = 700 VoSµ• The condition that 
the small grain escapes the gravitational field of the larger particle is that 
the energy Eel gained from the electric field of the larger particle exceeds 
the gravitational energy E gr, or 

Ne Vo >GM0 mlso (30) 

where G is the gravitational constant and M O is the mass of the large particle. 
If both particles are spherical and have densities of l g cm_,, then the critical 

grain radius s µ,; (in JLm) is given by 

( Vo )¼ 
s µc = 5 .1 ~ for N = l (31a) 

and 

Sµc=310 for N = 700VoSµ (3 lb) 

with V0 in V and s" in m. A particle of radius s µ < s µc will escape the 
gravitational attraction of the larger particle. This dependence is also shown in 
Fig. 4 for V0 = 10 V, s 0 = 1.8 m (a typical particle size in Saturn's B Ring) 
and for both extreme charge states. Figure 5 shows the dependence of the 
critical radius on the radius of the large particle at V0 = 10 V. 

If the large particle is much larger than the Debye length Av, then the 
small grain may be levitated without being able to escape from the gravita
tional field of the large particle (e.g. a satellite). This effect is described by 
comparing the forces acting on the small grain. The electric force of repulsion 
Fei on a grain carrying the charge Ne at the surface of the larger particle is 
given by 

(32) 

with the same units as in Eq. (29), and F el in dynes. 
The gravitational force Fgr on a grain of radius s lying on a larger particle 

of radius s O is given by 

4 4 G 
F 3 a 

gr= 3 1TS p· 3 7TSoPo (s+so)' (33) 

where p and p 0 are the densities of the small and the large particle, respec
tively. With p = p0 = I g cm -a ands O > > s we get 
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ticles with radii to the left of the solid line will escape from the large particle. Particles 
with radii between the solid and the broken lines will levitate, and those to the right of the 
broken line will stick to the surface of the large particles. 

(34) 

in dynes. The condition for such a grain to leave the surface is F et > F gr• This 
gives a critical grain radius 

and 

s'i,c = 5.l ( V0 

Av+s 0 )½ 
·forN=l 

Av ·so 

Vo ( Av+So )½ 
S1µc = 310 -- , for N = 700VoSµ. 

So "D 

(35a) 

(35b) 

Both relations are displayed in Fig. 5 for V., = IO V and typical Debye length 
Av = IO m. If s 0 > An, small particles may be levitated although they are not 
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able to escape from the gravitational attraction of the large particle. This effect 
will lead to a halo of small particles around the bigger one at a height - >...D. 

A spin of the large particle with period T leads to a modification of the 
attractive force (Eq. 33). The effective gravitational force Fib- on a small grain 
lying at latitude>... (i.e. angle>... from the rotational equator) on a large particle 
is given by 

31T cos2 >... 
F~r = Fgr ( I - G 2 ) • 

, Po T 

At the critical spin period 

37T cos2 >...' 

G Po 

(36) 

(37) 

small grains are only gravitationally bound to the surface of the large particle 
at latitudes >... > >...'. For density p 0 = I g cm-" small particles will not stick (by 
gravitation) to the equatorial regions of the large particle if its rotation period 
is shorterthan Tc (>...' = 0) = I. 19 x !01 s. 

Another modification of the attractive forces occurs because both parti
cles move in the gravitational field of the planet. The gravitational field of a 
particle of radius s O is altered by the tidal forces exerted by the planet with 
radius R. Qualitatively, the gravitational attraction at the sub- and anti-planet 
points of the spherical particle's surface is weakened, whereas the attraction is 
increased at the poles (with respect to the orbit plane) of the particles. At the 
leading and trailing edges the gravitational force of the particle remains ap
proximately unchanged. The Roche limit is given by 

(38) 

where pis the density of the planet (p.1 = 1.33 g cm-"; Ps = 0.66 g cm-"), p 0 

is the density of the particle, and a is a factor describing the shape of the 
particle (a = 1.44 for a spherical particle and a = 2.46 for a particle relaxed 
to hydrostatic equilibrium; see Dermott et al. [1979] and chapter by 
Weidenschilling et al.). 

Most of the rings of Jupiter, Saturn and Uranus are located close to or 
even inside the Roche limit (Dermott et al. 1980). Inside the Roche limit for 
spherical bodies only particles with finite tensile strength can exist. Therefore 
loose dust grains lying on the surface of a large particle will be lost from the 
caps that are closest to and farthest from the planet. Only in the polar regions a 
dust coverage (regolith) may exist even inside the Roche limit. For more 
detailed discussion of effects occurring near and inside the Roche limit see 
Dobrovolskis and Burns (1980), Davis et al. (1981), and the chapter by 
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Weidenschilling et al. The additional effect of electric charging, i.e. electro
static repulsion, will clear larger areas around the sub- and anti-planet points 
from the dust. Therefore, close to and inside the Roche limit, an increase of 
the surface potential of particles due to changes in the plasma parameters and 
the ultraviolet illumination will lead to the levitation and escape of dust grains 
which otherwise would stick to the surface of larger particles. 

D. Sputtering 

The bombardment of solid particles by the intense flux of magnetospheric 
ions at energies above several tens of eV releases atoms, molecules, and ions 
from the target. The sputtering yield S (the number of secondary particles per 
incident ion) depends strongly on the target material and on the energy and 
atomic number of the incident ions (for a review see, e.g., Carter and 
Colligon [1968], or Oechsner [1975]). Sputtering yields Sare determined by 
laboratory simulation and have been reported by Wehner et al. (1963) for 
astrophysically important systems such as hydrogen and helium ions onto 
metal and stone targets in the energy range 1 to 20 Ke V. For protons typical 
values of Sµ are 0.01 to 0.04, and for a particles values of So.= 0.1 to 0.4 
have been found. For higher primary ion masses S passes through a maxi
mum - IO when the mass of the primary ion is similar to that of the substrate 
atom (Wechsung 1977). At higher energies the sputtering yield increases. 
Recently Brown et al. (1978 and 1980) reported the sputtering yield of ice 
bombarded by hydrogen, helium, carbon, and oxygen ions at energies of 
1.5 MeV. Hydrogen showed SP= 0.2 to 0.4, heliumSHe+ = IO, and carbon 
and oxygen Sc+, (l-+ - 500. Sputtering is a source for magnetospheric atoms 
and ions; this effect is now discussed as an important source for the heavy 
ions in the Io torus (see Matson et al. 1974) and in Saturn's plasma sheet 
(cf. Cheng et al. 1982). 

On the other hand, sputtering erodes particulate matter. The sputter ero
sion of lunar rocks by solar wind ions has been determined both theoretically 
and experimentally (for a review see, e.g., Ashworth 1978). The best value 
for the sputter rate on the lunar surface is 1.6 x 10-11 cm s-1

• This value refers 
to a flux of solar wind ions (roughly 95% protons and 5% a particles) of <Psw 
- 2 x 10" cm-' s- 1 at a speed of -400 km s- 1 • 

Lanzerotti et al. (1978) studied the sputter erosion of the icy surfaces 
of the Galilean satellites Europa, Ganymede, and Callisto by high-energy 
protons (£ > 100 ke V) of the Jovian radiation belt. Their estimated sputter 
rates of water ice are presented in Table II. Matson et al. (1974) estimated 
the sputter rate at lo from the observed sodium cloud to be l.5 x 10-1 ' to 
l.5 x 10-14 cm s-1 • An upper limit of the sputter rate at lo of 8 x 10-1• cm 
s-1 has been determined by Haff et al. (1979), who considered the heavy ion 
impact on ice at velocity 50 km s-1 , which corresponds to an energy 300 eV 
for ions of atomic mass 20. This sputter mechanism is most effective in the 
densest parts of lo 's plasma torus. 
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The shortest lifetimes Ts with respect to sputtering (- IO yr) for 1 µ,m ice 
particles are found in the lo torus and between Io and Europa. Silicate parti
cles, however, would be expected to have -10 times longer lifetimes than ice 
particles. 

In the inner (4.5 to 8 Rs) Saturnian system Cheng et al. (1982) calculate 
that high-energy sputtering by protons> 50 keV at a flux - 10' cm-• s-' yield 
a water ice erosion rate 3 x 10-•• cm s-'. This rate may also apply to the inner 
satellites Mimas (3. l Rs) and Enceladus (4.0 Rs), since at their locations the 
observed high-energy proton flux is comparable to that farther out ( Krimigis 
et al. 1981, 1982). Morfill et al. (1983b) consider the sputtering by low-energy 
heavy plasma ions. Corotational energies of oxygen ions in the E Ring region 
(3.5 to 9 Rs) range from 50 to 500 eV. Sputtering yields from low-energy 
heavy ion impact are S = 1 to IO secondary particles per ion. This effect 
becomes dominant over the high-energy ion sputtering in the inner Satumian 
magnetosphere because the high-energy particle flux (> 100 ke V) is much 
reduced compared to that in the Jovian system. Ice particle lifetimes range 
from 100 to 10• yr in the region of the E Ring. 

E. Plasma Drag 

Dust grains traveling through a plasma will exchange momentum with the 
plasma particles, which exerts a drag on the grain. This drag force is a 
function of the relative speed of the dust grain with respect to the plasma. At 
the corotation distance rco no drag force is exerted because the grain is at rest 
with respect to the plasma frame of reference. Inside the corotation distance 
the plasma drag decelerates the orbital speed of the grain and hence the orbit 
decays towards the planet. Outside the corotation distance, however, the 
plasma drag accelerates the grain's orbital speed and so the orbit expands and 
the particles are pushed outward from the planet. This effect competes with 
the drag force exerted by the radiation pressure, which causes the grains to 
lose orbital energy (cf. chapter by Mignard). 

1. Direct Particle Drag. In this case we assume that the bulk energy of 
the plasma ions is much greater than the potential of the surface charge. The 
grain moves with a velocity w = v-uP with respect to the plasma, where 
v is the orbital speed of the dust particle, Up = rilcf, is the corotational bulk 
speed of the plasma at distance r from the rotation axis, 0 is angular velocity, 
and 4> is an azimuthal unit vector. Then the force acting on the dust particle is 

X 

Fv= J n(u)1rs'lu-wlm;(u-w)du (39) 

where u is the thermal ion speed and m; is the mass of a plasma ion. The 
direction of the drag force is antiparallel tow. We assume that the distribution 
function for the plasma is Maxwellian, i.e., 
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n(u) = n; --=-exp(u 2!c:) . 
¼c; 

(40) 

Substituting Eq. (40) into Eq. (39) yields, for direct collisions between plasma 
ions and dust particles 

I w I ( w" 1 ) ( w )] Ff)= - n; 1rs 2 m;c1 lZ yrr exp -(w 2/c)) + c1 + 2 erf . 0 (41) 

where 

1 .r 2 

erf(x) = yr:;;. f e-1 dt . (42) 

In the strongly subsonic case, w/c; << 1, we get 

(43) 

In the strongly supersonic case, wlc; >> I, we get 

(44) 

2. Distant Coulomb Drag. This is calculated using standard collision 
theory with minimum impact parmeter = s and maximum impact parameter = 
An, the Debye length. In addition, m >> m; and the plasma is again assumed 
to have Maxwellian velocity distribution. The solution is 

1 : u-w a 2 +>..1(u-w)' 
F c = 2¼n; m; a 2 - j du--- exp -(u 2lct) ·In---,-.,---- (45) 

C; lu-wl 3 a 2 +s 2(u-w)' 
-x 

where a = qe/m;. 
Figure 6 shows the relative strength of direct particle drag and distant 

Coulomb drag as a function of velocity win units of the thermal speed c;, for 
conditions corresponding to those in the inner plasmaspheres of Jupiter and 
Saturn. As can be seen, when the dust grain moves at subsonic speed with 
respect to the rest frame of the plasma, distant Coulomb collisions dominate 
by far, and the drag forces for both interactions are proportional to w. At 
supersonic speed the drag force due to direct collisions increases in propor
tion to w+2, whereas drag force due to distant Coulomb collisions decreases 
rapidly. 
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Fig. 6. Pressure exerted on a dust grain by magnetospheric plasma. The effect both of direct 
collisions of ions (oxygen+) and of Coulomb collisions as a function of relative velocity (in 
units of the speed of sound c;) between plasma and grain. The electrostatic potential of the 
dust particle was taken to be V., = IO V. 

It has been shown by Morfill et al. (1980a) that in the strongly subsonic 
case, if one assumes charge equilibrium, the Coulomb drag force can be 
approximated by 

where 

X I 
I= j d.x-;- exp-x' · In 

1 + (211.n/s)' x' 

I+ 4x' 
(46) 

with x = (u -v)/c;. Setting x 0 = ~. the integral is divided into two parts 
and approximated by 



300 

We get 

E. GRUN ET AL. 

1 
d.x- x;;-<x•+ 

X 

1 

I 1 
f d.x7 In [ 1 +(xlxS] . 
Xo 

I= 4 - <In (l+(x!xS >lnx 0 • 

(47) 

(48) 

Setting < In[ 1 + (x!xS] > = ½ In x 0-• we obtain, for the typical values 
s = 10-• cm and Av = 10" cm, I = 140. Distant Coulomb collisions increase 
the drag force for subsonic grains in charge equilibrium with the plasma by 
a factor - 140. This factor is insensitive to parameter changes since it only 
depends on them logarithmically. 

F. Mutual Collisions 

Mutual collisions among dust particles can lead to grain destruction and 
fragment generation (high-velocity collisions) or grain growth (low-velocity 
collisions). By these effects dust particles are generated, destroyed, or mod
ified inside planetary magnetospheres. Low-velocity collisions (relative speed 
:sS 100 m s-') occur among particles in planetary rings, whereas particles 
having largely different orbits will collide at much higher speed. In
terplanetary meteoroids will collide with particles in orbit about a planet with 
typical speeds of tens of km s _,. High-velocity collisions produce a large 
number of fragment particles, which couple differently to the magnetospheric 
environment than their parent particles do. In addition, high-velocity colli
sions provide a source for neutral gas and plasma inside magnetospheres. 
Both effects will be briefly described. 

I. High-Velocity Collisions. From impact studies we obtain the following 
empirical relationships (see, e.g., Dohnanyi 1969; Gault and Wedekind 
1969). When a small particle of mass mv and velocity v collides with another 
body, we can get erosive collisions if the target is sufficiently large with 
respect to the projectile size, or we can get catastrophic disruption if the target 
is too small. 

In erosive collisions the ejected mass is given by 

me= ymv (49) 

where y - 5 x 10-'0v2 (v in cm s-'). The largest fragment ejected has mass 

(50) 

and the size distribution of the ejected grains is 
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where {3 = 1.8 and C is determined from 

mL 

ym P = f m g (m) dm . (52) 

Catastrophic disruption occurs when the target mass is~ 100 ymp. Again 
the size distribution of the fragments follows a power law distribution (Eq. 51) 
with {3 = 1.8 and C determined from 

mL 

m r = f m g (m) dm (53) 

where mr is the mass of the target particle. The mass of the largest fragment 
is, according to Fujiwara et al. (1977), 

= 1 66 lO"E -1. 24 224 mL . X P mr (54) 

where EP is the kinetic energy in c.g.s. units of the projectile with respect to 
the target particle. 

Most fragment mass is ejected at a low speed (order of m s-'); only 
a very small fraction of the fragments (- 10-" of the total mass, and only 
the smallest particles m <mp) will be ejected at high speed (order of km s-') 
(cf. Gault and Heitowit 1963). 

For recent applications of collision theory to ring systems see Morfill et 
al. (1980b ), Bums et al. (1980) and Griin et al. (1980) for a discussion of the 
Jovian ring, and Morfill et al. ( 1983b) for collision effects in the Satumian 
ring system. Morfill et al. ( 1983b) .estimate that the erosion time of Saturn's 
rings is only - 5 x 10" yr. However, for a large system like Saturn's rings, 
only a minute fraction of the ejecta is actually lost into the atmosphere or 
interplanetary space. The rest is redistributed over the rings and forms a 
regolith several cm deep on cores of larger ring particles (for more details see 
chapters by Durisen and by Weidenschilling et al.). This picture is consistent 
with the hypothesis put forward by Smith et al. (1982), which states that the 
inner Satumian satellites (inside - 6 Rs) have been disrupted by impacts and 
reaccreted several times since the formation of the Satumian system. High
velocity impacts also produce vapor and ions (see, e.g., Gault et al. 1972; 
Fechtig et al. 1978; Hornung and Drapatz 1981). For example, at impact 
speeds v = 30 km s-', the vapor mass produced roughly equals the projectile 
mass (actually a factor of - 3 higher according to Gault et al. [1972 ], and 
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perhaps even higher than that for ice targets [Lange and Ahrens 1982]). 
Morfill et al. (1983a) suggest that the neutral gas emitted by impact vaporiza
tion is largely responsible for the observed neutral atmosphere above Saturn's 
rings (Broadfoot et al. 1981). The residual ionization of the impact-generated 
vapor cloud will be on the order of a few percent (Hornung and Drapatz 1981) 
for mm-sized projectiles and the speed considered above. These highly time
variable impact plasma clouds interact with the planetary magnetic field after 
their density is sufficiently reduced by expansion. Morfill and Goertz (1983) 
propose that a collection of such clouds produced, e.g., by the impact of a 
swarm of interplanetary meteoroids onto Saturn's ring, may trigger the forma
tion of spokes. Ip (1983) suggest that inside a distance of 1.625 R8 from 
Saturn these impact-produced ions tend to move upward along the dipole field 
lines until they are lost into the ionosphere. Such a siphoning mechanism 
could lead to appreciable loss of ring material in this region. Northrop and Hill 
(1983b), on the other hand, claim that the inner edge of the B Ring has been 
caused by such a process (cf. Sec. III.A.2). 

During the crossing of Saturn's ring plane the Voyager 2 plasma wave 
instrument detected impulsive noise (Scarf et al. 1982) which has been in
terpreted as micron-sized particles hitting the spacecraft and producing charge 
pulses recorded by the instrument (Gurnett et al. 1983). 

2. Low-Velocity Collisions. We next discuss the effects of low-velocity 
collisions on the size distribution of E Ring particles and estimate the time 
scale for particle growth. There we consider small perturbations of grain 
orbits by fluctuations in the plasma drag. Other rings or ring systems may be 
quite different, e.g. Jupiter's ring where destructive collisions are dominant 
(see Morfill et al. 1980b; Bums et al. 1980; Griin et al. 1980; and chapter by 
Burns et al.). 

The evolution of the size distribution f (s,t) in a spatially homogeneous 
system is given by 

(55) 

1 s, ( S )' 
+ 2 f dsJ(s 2 ,t)f(s,,t)1T(s 2 +s,)"Q 2 , s: ((Ll23ov)')½. 

0 

The first integral is a loss term due to collisions of particle 1 with any other 
(which removes it from the size ranges, to s, + ds ,) and the second integral is 
the growth of particles into the size ranges, to s, + ds, by two-body collisions 
between particles 2 and 3. Q is a sticking probability (""' I) and ((Lluov)")½ 
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is the rms value of the stochastic relative velocities between particles i and j. 
The case of interest for us corresponds to a weak perturbing force (the plasma 
drag on micron-sized dust particles in Saturn's E Ring gives time scales 
for momentum exchange r1= 10 yr [see Morfill et al. 1982b ], in contrast 
to the correlation time of the perturbations rK 0 which is short, i.e., the orbital 
period ~ days). From Volk et al. (1980) we obtain for the case of stochastic 
gas drag forces ( (Ll6v)2 ) 1 = 0.3 km s-' (for r1 ITK 0 = 10•, nearly equal-sized 
grains, and a stochastic plasma velocity component 10 km s-'). This is too 
small to cause fragmentation of most grains. 

The collision rate between grains of similar size is 

v = 41rs 2 n ((Ll6v)2 )l (56) 

with n = r/41rs 2h the spatial grain density, r the normal optical depth, and 
scale height h. Hence Eq. (56) becomes 

(57) 

i.e., the grain size cancels. For the E Ring, we use the numbers of Table I 
(r = 10-•, h = 10" to 10'0 cm). Then the collision time Tenn = v-' ~ 3000 
yr. This is also the grain growth time (doubling the mass). Of course, the 
value for ((Ll6v)2 )½ is uncertain, but it is not a rapidly varying function of 
particle size or r, (cf. Volk et al. 1980). The comparison of the grain growth 
time scale by coagulation with loss time scales (e.g. due to sputtering) will 
be discussed in Sec. III.Bon radial transport. 

III. KINETIC EFFECTS 

A. Gravito-electrodynamics 

While the motion of the plasma (both thermal and energetic) within a 
planetary magnetosphere is almost totally controlled by electromagnetic 
forces, with planetary gravitation playing only a subordinate role (e.g., caus
ing slow azimuthal drifts), the motion of the larger bodies like satellites is 
overwhelmingly controlled by planetary gravitation, with gravitational per
turbations by neighboring satellites playing a secondary role. Even for cm
and mm-sized grains that populate the rings, the electromagnetic effects 
are negligible compared to gravity for any acceptable values of the sur
face potential (even for those values close to their field emission or electro
static disruption limits). It is only when we consider grains of micron size 
(0. lµ,m-5µ,m) that these two forces can become comparable for plausible 
values of the grain surface potential. The gravitational force is given by 
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F µm, 
a=--2r 

r 
(58) 

where f is the radial unit vector, m is the grain mass, and µ, is G times the 
planet's mass; the Lorentz force is 

q 
FL= -(w x B) 

C 
(59) 

where q is given by Eq. (12) and c is the speed of light. With IBI = B0 L _. 
in the magnetic equatorial plane we obtain 

(60) 

with the perpendicular (to the magnetic field) relative speed of the dust grain 
w .L in cm s _,, V0 in V, s in cm, L in planetary radii, and the constant k. In the 
case of Jupiter k is 4 x 10-11 , and for Saturn it is 5 x 10-1•. For a dust grain of 
sizes = IO--' cm (0.1 µ,m) at distance L = 5 from Jupiter which moves at a 
speed w .L = 5 x 106 cm s-' and is charged to a surface potential V0 = 10 V, 
we get FL/Fa = 4. For the values s = 10_. cm, L = 2, V0 = 10 V and 
wJ. = 10° cm s-1 we get, for Saturn, FL/Fa= 2.5 x 10-•. The values of FL/Fa 
for negatively charged grains in prograde circular orbits having different sizes 
and potentials at a distance L = 5 from Saturn are shown in Fig. 7. Clearly, 
electromagnetic forces are most important for submicron-sized grains 
(0.1 µ,m ,,; s µ ,s0.5 µ,m) in Saturn's E Ring (3 .5 ,,; L~ 9). Closer to the 
planet, in the regions of the F Ring and the spokes, the dust particles must 
be much smaller to be dominated by electromagnetic forces, because w .L de
creases and the surface potential V0 may be greatly reduced. At the corota
tion distance (L = 1.86), however, FL/Fa= 0 even when the grain is charged. 

Any attempt to bracket the range of FL/Fa for the application of gravito
electrodynamics is necessarily arbitrary, but the range 10-2 to 102 may be 
reasonable. Note that even when FL/Fa ~ 10-•, the electric force on the grains 
is still many orders of magnitude larger than, for instance, the typical grav
itational perturbing force of a nearby satellite. Therefore, though the grain 
orbit is largely controlled by gravitation, in this case the perturbations pro
duced by electromagnetic forces are sufficient to cause various subtle effects 
that may be observable. We next discuss the general solution of gravito
electrodynamics and the stability of orbits. 

1. General Solution. The equation of motion of a charged dust grain in 
the planet-centered inertial frame is given by 
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Fig. 7. The variation of F1_/Fr; (ratio of electric to gravitational force) on grains of different 
sizes and potentials V., (in V) within the Satumian magnetosphere at L = 5.0 (a position 
within the broad E Ring) (from Mendis et al. 1982b). 

.. q (E r=- ~+ 
; 

m c 
J.L 

X B) - - 3 r + F 
r 

(61) 

where F represents forces associated with the collisions with photons, plasma 
and other grains. 

Within the rigidly corotating regions of the planetary magnetospheres, 
where the ring systems are observed, 

1 
E = - - (0 xr) x B 

C 
(62) 

where !1 is the angular velocity of the planet. This is of course strictly 
applicable only when the Debye spheres of neighboring particles do not in
tersect, otherwise the electric fields of neighboring particles will also have to 
be included in E. The single-particle approach of gravito-electrodynamics 
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needs some essential modifications in this case. However, a comparison of the 
corotational electric force ( due to the radial polarization of the cororating 
plasma) with the electric force due to neighboring grains indicates that the 
former is orders of magnitude larger in this case too. Consequently, it is 
possible that the predictions of the single-particle gravito-electrodynamic 
theory are not seriously invalidated, and may at least be correct to the first 
order. The main modification in this case is a decrease in the grain potential. 

In the case of Saturn the magnetic moment and the spin vector are parallel 
(Connerney et al. 1982) within the observational uncertainties. It is easy to 
show (Mendis et al. 1982a; Northrop and Hill 1983a) that Eqs. (61) and (62) 
admit circular orbits in the equatorial plane moving with angular velocity we, 
given by 

w -~l -1 ± I c - 2 [ (63) 

where wKPP is the local Kepler angular velocity and Wgo is the gyrofrequency 

qB 
Wgo = - me . (64) 

Equation (63) shows that two different motions are possible for a given grain. 
The plus sign in front of the square root corresponds to direct (pro
grade) motion, while the minus sign corresponds to indirect (retrograde) 
motion, for a negatively charged grain. For a positively charged grain, the 
minus sign gives a prograde motion while the plus sign gives a prograde or 
retrograde motion depending on the value of Wg.,. 

If a charged dust grain moving in a circular orbit in the equatorial plane of 
the planet (whose magnetic moment and spin are strictly parallel), is subject to 
a small perturbation in the plane (e.g., by the gravitational tug of a nearby 
satellite), it has been shown (Mendis et al. 1982a; Morfill et al. 1983b) that 
the grain will perform a motion that can be described as an elliptical gyration 
about a guiding center moving uniformly in a circle with angular velocity 
given by wr; (Eq. 63). The gyration frequency w about the guiding center is 
given by 

(65) 

Also, if a and b are the semima jor and semiminor axes of this ellipse, 

b w 
(66) 

a 

with the minor axis aligned in the radial direction. 
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Fig. 8. The variation of wr; with a ( = wK,.p/!l). The curves marked A, B, C, D indicate the 

values of wG when w' = 0, for various values of a. In the shaded regions, w' > 0, the 

unshaded regions are where w' < 0. The dark shading corresponds to negative particles, and 

the light shading to positive grains. The lines marked w,, = ::!: !la represent large particles 

moving at Keplerian speed; the dashed line marked wG = !l represents the corotating 

(small) particles. The values of a = 0.1, 0. 7, I. and 2.5 correspond to the limit of rigid 
corotation in Saturn's magnetosphere, the F Ring, the synchronous orbit, and Saturn's 

surface, respectively (from Mendis et al. 1982a) 

2. Stability of Orbits. Not all the grain orbits are stable. Those which are 
must satisfy the condition w2 > 0. One can use Eqs. (63), (65) and (66) 
together with this condition to obtain the stable orbits at any given distance 
from the planet. The classes of stable and unstable orbits within the rigidly 
corotating portion of the Satumian magnetosphere are shown in a general 
way in Fig. 8. Here a(=w""P/0) is the independent variable and wa is the 
dependent variable; a varies from 2.5, which corresponds to the Satumian 
surface, to 0.1, which corresponds tor = 10 R8 • Also, the positions of the 
synchronous orbit (a = 1) and the F Ring (a = 0. 7) are indicated. 

We see that at the distance of the F Ring, for instance, negative particles 
of all sizes from the smallest (corotating) particles to the largest (essentially 
Keplerian) particles moving in the prograde sense are stably trapped, as ex
pected. It is interesting that there are several other distributions of particles 
that also can be stably trapped there. One of these is a set of retrograde 
negative particles, from the largest (Keplerian) particles to moderately large 
ones moving with angular velocity = -n. There are also three distinct 
populations of positive prograde particles, and another population of positive 
retrograde particles that can be stably trapped. One set consists of very small 
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(positive) particles moving slightly faster than the corotation speed, while a 
second set consists of very large (positive) particles moving prograde slightly 
slower than the Kepler speed. These are clearly to be expected. Somewhat 
less obvious is the existence of two stable populations of large to moderate
sized (positive) particles, one moving in the prograde sense and the other 
moving in the retrograde sense. The populations of large to moderate-sized 
(positive) prograde particles between curves B and C are unstable and are 
excluded. 

Northrop and Hill ( 1982) have also studied the stability of charged 
grains in the equatorial plane of Saturn against perturbations normal to the 
ring plane. For a grain of given specific charge there is a critical distance Re 
such that grains with r < Re are unstable. Northrop and Hill (1982b) have 
argued that the prominent change in the ring brightness, which seems to start 
at around 1.63 Rs, may be associated with the location of this stability radius 
at 1.625 Rs for grains of very large specific charge (q/m). Re = 1.625 Rs 
corresponds strictly to "grains'· with infinite specific charge, and is therefore 
more appropriate for plasma. This transition between stability and instability 
occurs because along a certain dipole field line the force acting on a charged 
particle may vary as a function of distance and latitude. This force can change 
from inward-pointing as gravity is the dominant force, to outward-pointing 
when centrifugal force takes over. Figure 9 shows these two regimes in the 

I 
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dominating forces -gravitation / centrifugal 
/ force 

Fig. 9. Division of the rotating plasmasphere by the dashed curves F = 0 into two plasma 
regimes, according to the consideration of the balance of centrifugal and gravitational 
forces: (l) the upward siphon flow region denoted by the shaded area with equatorial 
distance r ,;; 1.6252 R5 ; and (2) the equatorial confinement region with r > 1.6252 Rs (from 
Ip 1982). 
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Satumian magnetosphere. Ip (1982) has argued that the decrease of optical 
depth by about a factor of 2 near 1.625 Rs is due to the field-aligned siphoning 
off of plasma formed inside this radius by the collision of interplanetary 
meteoroids with ring particles, whereas the collision-produced plasma outside 
this radius is confined to the equatorial plane and is not lost to the Satumian 
ionosphere. Northrop and Hill (1983) pointed out that the stability limit at 
1.625 Rs corresponds to highly charged particles that move in circular orbits 
with the local corotation speed. However, if highly charged ( lq!m I ~7.5 
Coul g-') particles are launched in the ring plane at the local Kepler velocity 
then their stability limit is found almost exactly at the inner edge of the B Ring 
(Northrop and Hill 1983). Clusters of water molecules possibly created by 
micrometeoroid impacts onto the ring would satisfy this condition, according 
to these authors. 

From Fig. 8 it is clear that negatively charged prograde grains outside the 
synchronous orbit move with an angular velocity wG larger than the Kepler 
angular velocity at that distance. Since wG depends on Wgo and therefore on the 
grain size s, for a given potential there would be grains of a certain size that 
would move with the same angular speed llsat as a satellite interior to the 
grain orbit. This means that there is an exact 1:1 orbit-orbit resonance with 
such a satellite. Large positively charged grains outside the synchronous orbit 
move with wG, smaller than wKep; these particles could have a 1:1 resonance 
with a satellite outside the grain orbit. A similar situation clearly does not 
arise in the purely gravitational case. This magneto-gravitational resonance 
would, for instance, arise between a certain size grain in the F Ring and its 
nearby satellites 1980S27 and 1980S26, depending on the charge state of the 
grains. 

It must be stressed that, unlike a pure gravitational resonance which 
affects particles of all sizes equally, the magneto-gravitational resonance 
picks out a particular grain size Sc for a given potential V0 • Grains with sizes 
close to s c ( on either side) will also be strongly affected because their angular 
velocites will be close to that of the perturbing satellite, and so will remain in 
the vicinity of that satellite for long periods of time. If we consider such a 
particle with a gyration frequency w about a guiding center moving with 
angular velocity wG, it can be shown (Mendis et al. 1982a) that the grain will 
move in an undulating orbit with a wavelength A given by 

21rr 
A = -- (wG - llsat) 

w 
(67) 

where llsat is the angular velocity of the perturbing satellite. Furthermore, as 
each successive grain of the same size in the ring moves over the satellite it 
will be subject to the same perturbation and will therefore follow the same 
path as its predecessor in the reference frame of the satellite. Consequently, 
all the grains will move in phase to form a wavy pattern with wavelength A in 
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the frame of the perturbing satellite. It has been proposed by Mendis et al. 
(1982a) and Hill and Mendis (1982b) that the waves observed in the F Ring 
are formed this way. However, they require that the dust particles are charged 
to V0 = - 38 V. As mentioned earlier, collective self-shielding of the closely 
spaced dust population may rule out such large potentials. 

Hill and Mendis (1982b) have also shown the existence of another type of 
resonance for charged dust grains, which they call gyro-orbital resonance. 
This is due to the modulation of the grain potential with orbital period as the 
grain moves in and out of the planet's shadow. Consequently, if the gyro
period of the grain is in resonance with the grain's orbital period, the orbital 
eccentricity grows until the grain is removed by collisions with its neighbors. 
Hill and Mendis (1982b) propose that this effect is responsible for clearing 
small isolated gaps in Saturn's B Ring from highly charged submicron-sized 
dust particles. 

B. Radial Transport 

Radial transport of dust particles can be described in two extreme ways: 
(1) large particles, basically in Keplerian orbits, which are gradually trans
ported either systematically or stochastically; and (2) small particles, which 
are electromagnetically dominated, and are transported systematically or 
stochastically. 

We use a diffusion-convection formalism to describe this transport. In 
terms of the integrals of motion Ii and their associated cyclic variables ai, 

this yields for the evolution of the distribution function/ in space and time 

(68) 

where dl;/dt is a systematic change in I; caused by a systematic interaction 
(e.g., momentum exchange with an ambient medium by particle friction or 
plasma drag). The transport coefficient in angled brackets requires knowledge 
of the power spectrum of perturbing forces. We are dealing with resonant 
phenomena; i.e., only those frequencies in the perturbations are picked out 
which are multiples of the particle's natural frequencies (e.g., orbital fre
quency, gyrofrequency ). 

From Morfill et al. (1983b) we obtain, e.g., a systematic radial drift 
velocity due to friction: 

(69) 

where a 8 is the semimajor axis, 0 is the planetary rotation rate and wKep is the 
local Keplerian angular velocity. The frictional coupling time scale is r1. In 
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TABLE III 

Transport of Gravitationally Dominated Dust Grains" 

Integral of Motion 

/ 1 = - ½ma:wKep 
I,= mwKepa; (1-e")½ 

/ 3 = /2 cos (i) 
/ 4 = - ½ma~\ep 

Cyclic Variable 

a,= - wK,..,T 
a,=-wv 
a.= - Oasc 
a. =T 
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8 w' Kep = GM Ir:., where r 0 is the initial particle position from the planet center, e = eccentric
ity, i = inclination, T = time of pericenter passage, Wp = elongation of pericenter, and fiasc 

= longitude of ascending node. The integrals of motions are: I, action; I, total angular 
momentum; I, , component of angular momentum; and I, total energy. 

TABLE IV 

Transport of Electromagnetically Dominated Grains" 

Integral of Motion Cyclic Variable 

• p .._ is the component of particle momentum perpendicular to the magnetic field B, p 11 is the 
parallel component, the integral f ds extends along the field line to the mirror points, and cJ, 
is the magnetic flux enclosed by the drift shell. Wis the total (kinetic + potential) energy of 
the particle. The integrals of motion are the three adiabatic invariants. 

the case of large particles, we have the constants of motion I; and the as
sociated cyclic variables given in Table III (Barge et al. 1982; Hassan and 
Wallis 1982). One of the four integrals of motion is redundant. 

1. Adiabatic Motion of Charged Dust Grains. In the case of small parti
cles which are electromagnetically dominated, the integrals of motion and 
associated cyclic variables are given in Table IV (see e.g. Schulz 1975; 
Morfill 1978). The frequencies are the gyrofrequency (associated with / 1 ), 

bounce frequency (/.2 ) and longitudinal drift frequency (/.3 ). 

Northrop and Hill ( 1983a) extended the usual adiabatic theory of charged 
particle motion (see Northrop 1963) to include the complication of a variable 
grain charge q(t). The charge on a grain is modulated by variations of the 
relative speed between the grain and the plasma and by gradients in the plasma 
density and energy. Since the time scale for charging and discharging is finite, 
it introduces a phase lag in the charge with respect to the orbital position of the 
grain. The adiabatic theory developed is quite general, and is applicable to the 
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case in which the magnetic moment and the spin vector of the planet are at any 
arbitrary angle. Converting the equation of motion to the frame rotating with 
the planet, Northrop and Hill (1983a) showed that the charged grain may be 
regarded as moving in an pseudo-magnetic field e given by 

B= B + 2mc!l l(q(t)) (70) 

where (q(t)) is the value of q(t) averaged over a gyrocycle and in an equiva
lent electric field [m/q(t)] v(½r'!1 2 

- 'Pu), where 'Pu is gravitational potential 
and r is axial distance. 

The charge q(t) varies systematically with its gyrophase about the guid
ing center. Consequently the circle in which the grain gyrates rocks at the 
gyrofrequency. Since the variation of q(t) is rather small, the angle through 
which the circle rocks is also small. The average plane of this circle is 
perpendicular to the pseudo-magnetic field e. From this it is apparent, as 
expected, that electrons and ions with very small m/q 0 gyrate very nearly in 
a plane normal to B, whereas bodies having large mlq O gyrate in a plane 
nearly normal to fl .. 

In the intermediate particle size range, only direct orbit trajectory 
integrals can be used for a correct transport description. In conjunction 
with stochastic forces, this makes the calculation very tedious and time
consuming, but there seems to be no alternative (Hill and Mendis 1980). The 
two situations involving electromagnetic perturbations, which are amenable to 
Fokker-Planck type analysis are: (1) Io-produced "smoke" particles, which 
may escape into the magnetosphere of Jupiter (Johnson et al. 1980; Morfill et 
al. 1980a,b,c,d), and are probably magnetically-dominated; and (2) Saturn's 
E Ring (Morfill et al. 1982b) which is probably gravitationally dominated. 

2. Systematic Drift. Two classes of processes have been considered so 
far: friction with the ambient plasma and radiation pressure drag on the one 
hand (Morfill et al. 1980a; Morfill et al. 1983b), and systematic charge 
variations caused by the dust grain motion and/or plasma density gradients on 
the other (Northrop and Hill 1983a). 

In the case of magnetically dominated particles, one would expect sys
tematic charge variations to occur at the particle's gyrofrequency. These 
charge variations can be caused by the dust grain's own velocity variation 
with respect to the ambient plasma, or by a radial plasma gradient or a radial 
gradient in the electron energy. 

As shown by Northrop and Hill (1983a), a radial drift motion, always 
directed to the synchronous radius, is set up in the former case. The authors 
point out that the effect is relatively subtle, since it may only amount to a 
charge variation 8q/q = 10-' to 10-• (i.e. - 1 electron charge or even less) 
per gyroperiod. In the Io plasma torus, where the plasma density is higher, the 
effect will be correspondingly more important. 
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A plasma gradient may lead to a more significant radial drift effect. The 
particle gyroradius is inversely proportional to the magnetic field strength (for 
constant particle velocity), or 

(71) 

where Ry is the gyroradius the particle would have at the planetary surface. 
The plasma density is generally described by 

n =N0 L"' (72) 

where N0 is the extrapolated value to the planet's surface. The plasma density 
fluctuation sampled by the dust grain during one gyroperiod is 

on 2ry 
-=m--
n RL 

(73) 

where R is the planetary radius. Substituting Eq. (71) and writing Ry = ER 
with E << 1, gives 

on 
-= 2mEL 2

• 

n 
(74) 

For typical values (e.g., in Jupiter's inner magnetosphere) m = -2, E = 10-2 

(corresponding to -0.1 µ,m dust grains) we get onln = 0.04L", i.e., a few 
percent. The potential V of the dust particle is determined by the balance 
between plasma electron flux and photoelectron flux K ( electrons cm-• s _,), at 
least in sunlight ( cf. Eq. 6 and 9) 

7r S 2 n Ce exp eVolE e = 7r S 2 K. (75) 

Differentiating Eq. (75) yields 

edV0 dn 

Ee n 
(76) 

which shows that the surface potential fluctuates with the plasma density. 
The associated charge fluctuation over a gyroperiod is then oqlq = onln, 
i.e., it is significantly larger than the charge fluctuation induced by the 
dust motion itself. 

As pointed out by Northrop and Hill (1983a), periodic charge fluctuations 
destroy the invariance of the grain's magnetic moment and induce a radial 
motion. The direction of the drift depends on the sign of the plasma density 
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gradient. Friction with the ambient plasma and radiation pressure drag leads to 
a decay of the particle's gyroradius, as pointed out by Morfill et al. (1980a). 
This also leads to a decrease in the radial drift induced by both systematic and 
stochastic electromagnetic forces 

In the case of gravitationally dominated particles, the drag forces have 
two effects. They circularize the orbits (plasma), and in the case of radiation 
pressure they induce large amplitude oscillations due to the daylight-shadow 
variations (Peale 1966; Bums et al. 1979; also chapter by Mignard). At the 
same time the orbital energy of the particles is changed (increased by the 
plasma drag outside the synchronous orbit, decreased by the radiation pres
sure drag). We use Saturn's E Ring to demonstrate this. 

In the inner magnetospheres the plasma drag dominates considerably over 
radiation pressure. The associated systematic radial drift velocity is, in 
Saturn's plasma environment (Morfill et al. 1982): 

r 
V7 (4<L<7.5) = Vr0 -

ps 

r 
V7 (7.5<L<9) = V";-0 -

ps 

(77a) 

(77b) 

where p is the particle's density (we take p = 1 g cm-'), Vro is a constant 
= 4 x 10-•3, and vf0 = 4 x 10-15 • Distant Coulomb collisions have been 
taken into account. If we assume that the particle's inclinations are not 
strongly affected by the drag forces, we have to solve (in the absence of 
stochastic forces): 

(78) 

for the simplest scenario, where n is the dust particle spatial density and 
Ts is the loss rate due to sputtering. Sputtering losses introduce a term 
o[(dm/dt)m]/om, which we have simplified into a particle loss term because 
below a certain size the dust particles are essentially invisible. 

The solution to Eq. (78) for a general V7 (r), Ts(r) is 

(79) 

where the particle source is at r = r0 • From Eq. (77) this becomes 

( r0 )3 ( n =n0 7 exp - (80) 
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The boundary condition at r O is 

(81) 

where S (particles cm-2 s-1 ) is the source strength and is presumed to be 
known. Then 

r 

n = _Sp_s -( '," )" exp (- J _dr_s_p -) . 
Vr0 f 0 Ts Vr0 f 

From Table II we find 

We then get 

ro 

Ts (4,s: L,s:5) = 1.8 X 1011 s 

Ts (L>7 .5) = 6 X 1010 s 

n = _S_p_s_( '," )3 +spiTs vr0 

Vrof o 

} 

(82) 

(83) 

(84a) 

and changing to L = r/R8 as a convenient notation, we obtain for micron-sized 
grains: 

4 3+1/720 

} 
n ( 4,s;L ,s:5) = 0.01S (Tl 

5 3+!/18 
n (5,s:L,s:7 .5) = n (L=5) (T) (84b) 

7.5 3+5/12 
n (L>7.5) = n (L=7.5) (T) 

This is a rather flat distribution, not compatible with the E Ring observa
tions, although it is clear that the density drops off faster beyond L = 7. 5. 
Diffusion due to fluctuating drag forces (e.g., caused by changes in the 
plasma density) will smear this distribution out even further. However, 
absorption by the satellites Tethys, Dione, and Rhea may play a role too, 
reducing the dust particle density as the grains are convected past, out of the 
Satumian system. Absorption depends on the typical time scale te between 
distant encounters between a satellite ( orbiting at radius y = l) and the 
ring particles ( orbiting at radius l ± Lly). For Lly < < 1, we get 
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(85) 

where Rs L is the radial distance of the satellite from the planet center. This 
must be compared with the convection time across 2ay: 

(86) 

RsL ay is a few satellite radii, denoting the sphere of influence of the par
ticular satellite. The absorption by the satellite is then given roughly by 

(87) 

The ratio tclte in the region 4 < L < 7 .5 is 

le 
r"; = 2.27x 10-6 R~ sµ m 2 L - 112 (88) 

where m is the number of satellite radii (Rsat in km) defining the spheres of 
influence (m ~ 5). In the region L > 7.5, tclte is a factor of 100 smaller. For 
Tethys this yields 1) =0.95, for Dione we obtain 1) =0.97, and for Rhea 
YJ =0.18. 

Combining the results of this analysis (see also Morfill et al. 1982b) we 
obtain the following qualitative picture, bearing in mind that there are large 
uncertainties in the sputter rates and in the somewhat arbitrary choice for 
satellite absorption: 

1. Dust grains are created somehow on Enceladus at L = 4; 
2. They are transported outwards mainly by plasma drag; 
3. Sputtering and geometrical effects lead to a slowly decreasing grain den

sity ( ~ L --") as well as normal optical depth ( ~ L -•); 
4. Absorption by Saturn's satellites leads to further grain reduction. This is 

particularly important for Rhea, because atL = 8. 7 the radial drift due to 
plasma drag is small. 

In principle the optical and trapped particle absorption signatures can be 
understood by invoking these processes. 

3. Stochastic Transport. Two processes leading to stochastic particle 
transport have been described in the literature. For magnetically-dominated 
particles, gyrocenter diffusion caused by stochastic charge variations is impor
tant (Morfill et al. 1980a ,d). For gravitationally-dominated particles stochas-
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Fig. 10. Dust particle diffusion in the inner Jovian magnetosphere, showing the diffusion 
coefficient due to charge fluctuations as a function of position in the inner magnetosphere. 
The plasma characteristics (n ;, £,) used to derive this result are indicated. The contours are 
given for different values of v's' (v = particle velocity is cm s _,; s = particle radius in cm), 
and the region where the guiding center diffusion theory is applicable shown by the hatched 
lines (from Morfill et al. 1980a). 

tic forces lead to a diffusion of the particle orbits, in particular the orbital 
energy (Morfill and Griin 1979a,b; Consolmagno 1980; Barge et al. 1982; 
Hassan and Wallis 1982; Morfill et al. 1983b). Specific processes are mag
netic fluctuations and plasma drag. 

Figure 10 shows the calculated dust particle diffusion coefficient for 
magnetically-dominated particles in the Jovian magnetosphere (Morfill et al. 
1980a) caused by random charge fluctuations. The plasma model (depen
dence onL of density n; and electron energy Ee) used is indicated in the figure. 
The Io torus was not specially considered here. The quantity v2s4, (v = 
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Fig. 11. Radial dependence of equatorial dust particle density inside the orbit of Io. A mass 
loss rate 12.8 g s ' from Io in the form of submicron-sized particles (- 10" particles s-') 
was assumed. Inside the Jovian ring, at - 1.8 R., the dust population increases by a factor 
- 500 due to erosive collisions with parent bodies (from Morfill et al. 1980d). 

particle injection velocity in a corotating frame; s = particle radius) was 
kept as a parameter. 

Figure 11 shows the spatial dependence of Io injected "smoke" particles, 
with v's• = 10-", inside the Io radius (Morfill et al. 1980d). Losses by 
sputtering were shown to be relatively minor, and plasma drag was not con
sidered (the plasma drag would be partially cancelled by the plasma gradient 
induced drift mentioned earlier, so that the net effect would be a slightly faster 
decrease of the particle density towards the planet than the value shown in the 
figure). 

Derivation of the spatial diffusion coefficient is given by Morfill et al. 
(1980a). The physical reason for the diffusion is the following (cf. Fig. 12): 
During a gyration about a field line, a dust particle (carrying a surface charge 
of, e.g., 1000 electrons) undergoes normal statistical charge fluctuations on 
a time scale comparable to the gyroperiod (e.g., ± V1000 in the time at that 
the particle needs to come into charged equilibrium). As a result, the gyro
radius fluctuates statistically, the particle loses "know ledge" of its field line 
and the result is a gyrocenter diffusion across the magnetic field. 
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Fig. 12. Guiding center diffusion through charge fluctuations, showing the geometry of dust 
particle motion in the presence of charge fluctuations which leads to the guiding center 
(indicated by roman numerals) diffusion. x 1 = distance from the original gyrocenter. Sudden 
changes in the charge occur at position 1, 2, and 3. 

For gravitationally-dominated particles, short-period stochastic charge 
fluctuations are only of minor importance, since by definition electromagnetic 
forces are much smaller than gravity. This is even more so the case for 
perturbing electromagnetic forces, in particular when we consider that reso
nances at the particle orbital period, or a multiple thereof (but then with much 
reduced scatter efficiency), are required to evoke energy changes and real 
orbit diffusion. Long-period fluctuations in particle charge (and hence fluc
tuating electromagnetic forces) on the time scale of an orbital period may 
occur via long-period plasma variations. These plasma variations may be 
caused by solar wind interaction with the magnetosphere, growth and decay of 
ring currents, nightside plasma sheet changes, flux tube interchange in
stabilities, etc. Superimposed on the normal stochastic charge fluctuations is 
then another, also stochastic, long-period charge fluctuation. Relevant fre
quencies are those of the external (solar wind) fluctuation (periodicity - 100 
hr, if we consider corotating interaction regions, solar flares, sector bounda
ries, etc.), the plasma azimuthal drift period, the corotation period (- IO hr) 
and the dynamical changes _in the magnetosphere (ring currents, substorms, 
etc.) which could be -100 hr (unfortunately, very little is known about this 
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for Saturn's magnetosphere, and extrapolation from the Earth's magneto
sphere is certainly not straightforward). However, this discussion shows that 
we may expect plasma parameter variations over the relevant time scales 
(days); their strength, however, remains a subject for speculation. 

Morfill et al. (1983b) have calculated the diffusion coefficient associated 
with such charge fluctuations. The result is 

(89) 

where <& > is the mean duration of a different plasma state (e.g., higher/ 
lower density), Tp is the mean period between such states, and ~wg is the 
induced fluctuation in the dust particle gyrofrequency, 

~wg = B~q/mc . (90) 

The diffusion time scale 

Tc1irr = r 2 I K (91) 

is then evaluated: 

(92) 

(in yr) where V0 is the grain potential in V, s 11- is the grain radius in µ,m, and 
<Et>!== oq/q. As an example, in the E Ring atL = 6, with <E:>½ == 0.1 and 
V0 = 100 V mean surface potential, we obtain T ctiff = 3 x 10" yr. This is 
considerably larger than the convection time or the sputter time loss, so 
that a pure convection-loss description such as the one employed earlier 
seems justified, in spite of the large uncertainties in numerical values. 

IV. OBSERVATIONS 

The main emphasis of this chapter has been the detailed discussion of the 
individual effects comprised in dust-magnetosphere interactions. Occasional 
references to observations have already been made. In this section we sum
marize observations in the Earth's, Jupiter's and Saturn's magnetospheres 
which are related to dust-magnetosphere interactions. We should caution that 
electromagnetic phenomena have been inferred from most of these observa
tions because they could not easily be interpreted otherwise. Direct observa
tions, e.g. of charged dust grains, are scarce. In interplanetary space the dust 
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experiment on board the Helios probe detected only 4 dust particles carrying a 
significant charge out of more than 200 observed particles (Griin et al. 1984). 
Also, as we will discuss below, direct observations of charged dust grains on 
the moon have been made (Berg et al. 1976). The next opportunity to observe 
directly charged dust particles will be via the dust experiments on board the 
Galileo and the International Solar-Polar Mission (ISPM) space probes, which 
will perform in situ measurements of dust particles and their charges in in
terplanetary space and in the Jovian magnetosphere. 

Direct measurements of complete orbits of charged dust particles in 
planetary magnetospheres are not possible so their dynamics must be inferred 
from observations of an ensemble of dust grains. Remote sensing of dust 
particles by scattered or absorbed light or by high-energy particle absorption 
yields important but limited information on the integral cross-section area or 
the mass density of dust particles. Only the combination of remote observa
tions of the large-scale distribution with in situ measurements of the dynami
cal state (mass, velocity, and charge) of individual particles can support 
theoretical predictions .. Therefore some of the observations reported below 
have been only tentatively related to dust-magnetosphere interactions. 

A. Dust in the Earth's Magnetosphere 

In situ observations of dust particles near the Earth by the HEOS 2 
micrometeoroid experiment (Hoffmann et al. 1975a,b) showed that the im
pact rate onto the sensor varied strongly within the Earth's magnetosphere 
inside 10 Earth radii (auroral zones). These short-term enhancements of the 
particle flux have been interpreted by Fechtig et al. (1979) as fragmentation 
products of fragile large meteoroids in the mass range 10 to 10• g. These 
bodies receive a large negative surface charge (corresponding to a surface 
potential of several 100 V) when they travel through the auroral zone at - lO 
Earth radii. This leads to electrostatic fragmentation (see Sec. II. C. I) if the 
mechanical structure of the parent meteoroids is loose enough, and a swarm of 
small particles is produced. From the observed particle swarms Fechtig et al. 
were able to estimate the mass of the parent meteoroids and, from the viewing 
directions of the sensor, correlate them with type III fireballs (Ceplecha and 
Mccrosky 1976). The masses and fluxes of the parent meteoroids are in 
agreement with the corresponding fireball values. 

Electrostatic transport of lunar surface dust was first suggested by Gold 
(1955) on the basis of theoretical considerations. Observational evidence came 
from optical observations of horizon glow by the Surveyor spacecrafts which 
revealed that dust is elevated several tens of cm above the lunar surface 
(Rennilson and Criswell 1974). These authors conclude that surface particles 
are charged up and levitate due to intense electrostatic fields ( - 500 V cm_,). 
They believe that electrostatic transport is the dominant local transport 
mechanism of lunar fines. In situ observation of levitated dust on the lunar 
surface has been reported by Berg et al. (1976). The Lunar Ejecta and Meteor-
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Fig. 13. Number of dust impacts onto the Lunar Ejecta and Meteorites (LEAM) experiment per 
3-hr period, integrated over 22 lunar days (from Berg et al. 1976). 

ites (LEAM) experiment placed on the Moon by the Apollo 17 astronauts 
recorded a strongly enhanced flux of charged dust particles near times when 
the terminator passes over the Apollo 17 site (see Fig. 13). The three sensors 
(facing up, to the east, and to the west) detected different impact rates during 
the terminator crossing, and these indicate a flux of charged particles directed 
across the terminator. A detailed model of the lunar dust transport which takes 
into account these observations has not yet been developed. 

Dust has not only been observed in the immediate vicinity of the lunar 
surface; Sevemy et al. (1974) reported that the photometer on board the 
Lunokhod 2 vehicle measured scattered light extending up ;;,, 260 m above the 
surface. Visual observations of streamers and local horizon illuminations by 
the Apollo 8, 10, 15, and 17 astronauts before Apollo sunrise give evidence of 
high concentrations of dust up to the altitude of the spacecraft (120 km; cf. 
McCoy and Criswell 1974). Again, the physical implications of these obser
vations are not fully understood. 

B. Th«: Jovian Ring 
Voyager observations of the Jovian ring system have been described by 

Owen et al. (1979), Jewitt (1982), and Jewitt and Danielson (1981) and re
viewed by Bums et al. (1980). See also the chapter by Bums et al. The Jovian 
ring system consists of three components: the bright ring, the faint disk and 
the even more tenuous halo. Many particles in the bright ring are micron-sized 
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(Jewitt and Danielson 1981; Griin et al. 1980). At surface potential IO V 
(Morfill et al. 1980b) these particles are gravitationally dominated, and only 
plasma drag, sputter erosion, and mutual collisions are important for their 
dynamical evolution. The motion of particles in the faint disk, since they are 
highly concentrated towards the Jovian equatorial plane, must be dominated 
by gravitational forces. Therefore these particles cannot be much smaller than 
those in the outer bright ring; they are probably derived from this outer ring 
and drawn inward by plasma drag and radiation pressure drag (Morfin et al. 
1980b; Burns et al. 1980). A tenuous ring envelops the other ring compo
nents, with a characteristic dimension of 10• km, normal to the plane of the 
bright ring. This out-of-plane material forms a broad lenslike halo, the outer 
limit being beyond 1.8 RJ and having a slight north-south asymmetry with 
respect to the bright ring (Jewitt and Danielson 1981). (For description of an 
alternative geometry see the chapter by Burns et al.) This vertical extent can 
easily be explained by assuming that its particles are quite small (s = 0.1 JLm) 
(Morfill et al. 1980b; Consolmagno 1980; Griin et al. 1980). The motion of 
these particles is strongly influenced by electromagnetic effects, and the tilted 
Jovian magnetic field causes an out-of-plane force. We may regard these 
particles as being injected locally by collisional fragmentation and erosion of 
ring and disk particles and mirroring in the "pseudo-magnetic field" egiven 
in Eq. (70). The average plane of their orbit is perpendicular toe, the axis of 
which lies between the Jovian magnetic dipole axis B and the rotation axis n. 
Burns et al. (1980) pointed out that the halo seems not to be symmetric about 
the magnetic equator, but rather about the rotational equator. Also the lens
like shape of the halo, which is thinnest near the bright ring and thickest 
near the planet, is puzzling. To solve these questions, detailed studies of the 
evolution of ring, disk and halo particles must be carried out and improved 
photometric models developed which take spatially varying particle sizes into 
account (see chapter by Burns et al.) 

Johnson et al. (1979) showed that the volcanic activity on the Jovian 
satellite Io not only leads to the ejection of copious amounts of gas into the 
Jovian magnetosphere, but can also be regarded as a source of small dust 
grains. It was suggested by Johnson et al. (1980) that these "smoke" particles 
are able to leave the satellite if their radii are ~0.1 JLm. These particles 
become electrically charged by the ambient plasma and are removed from the 
gravitational field of Io by the influence of the Jovian magnetic field which 
sweeps past Io at a speed of = 50 km s _, . Morfill et al. (1980a) showed that, 
for such small particles and a typical particle surface potential of ~ IO V, 
the subsequent motion in the magnetosphere is dominated by electromag
netic forces. The particle motion is practically adiabatic, i.e., the particles 
gyrate about their field lines, corotate, and bounce between their mirror 
points. Their main transport process in the magnetosphere is diffusive; the 
stochastic element in the particle motion is due to random charge fluctua
tions. Morfin et al. (1980b) and Griin et al. (1980) have proposed that 
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these submicron-sized particles produce the visible ring particles by collisions 
with km-sized parent bodies ( called "mooms" by Bums et al. 1980). 
However, these submicron Io particles have not yet been directly observed, 
and their existence has to be proven by the forthcoming Galileo mission. 

C. Saturn's Ring System 

1. Ring Structure and Small Particles. Micron- and submicron-sized 
grains have been identified in the dense A and B Rings, especially in the 
spokes region, and they dominate the populations in the outer F, G and E 
Rings. Dust-magnetosphere interactions may be important in determining the 
structure of Saturn's E, G, and F Rings. Plasma drag and sputtering, as well 
as diffusion of orbits due to plasma induced charge fluctuations, appear to be 
important for dust particles with radii 'E 10 µ,m (cf. Morfill al. 1983b). For 
the E Ring these processes may have caused the broad extent of the dust 
distribution within Saturn's magnetosphere (cf. Sec.II.D on sputtering and 
Sec.III.B. on radial transport for a more specific discussion). Any calculation 
of a detailed E Ring profile must take into account space variable loss of 
particles as well as transport and diffusion processes. Because of the short 
lifetimes of dust particles in that region due to sputtering and particle trans
port, an active source for E Ring particles is required, probably Enceladus. 

During the crossing of the ring plane at a distance of 2.88 Rs, just at the 
edge of the G Ring, the plasma wave experiment of Voyager 2 detected 
intensive impulsive noise (Scarf et al. 1982). This noise has been attributed to 
micron-sized particles hitting the spacecraft, which produce charge pulses by 
impact ionization. Gurnett et al. (1983) were able to derive the masses of the 
dust grains from the observed signals. The results obtained show that the mass 
distribution varies as m - 3

, and that most of the particles detected had radii in 
the range 0.3 to 3 µ,m. The observation of micron-sized particles in the G 
Ring which, like the E Ring particles, are subject to dispersive forces, and the 
narrowness of the G Ring imply either that this ring is a recent phenomenon 
( ~ 103 yr) or that it must be confined in some way, presumably by shepherd
ing satellites; accordingly, it should perhaps have a structure resembling that 
of the F Ring. 

The complicated, time variable, narrow structure (braids, kinks, multi
ple strands) of the F Ring is heavily influenced by the gravitational interaction 
of the shepherding satellites 1980S26 and 1980S27. It has been proposed by 
Morfill et al. (1983b) that coherent ring displacements, caused by plasma 
sheet induced charge variations on the grains, are observable in the F Ring in 
the form of waves which may subsequently evolve into kinks. Mendis et al. 
(1982a) and Hill and Mendis (1982b) suggest that the wave pattern observed 
in the F Ring originates from a magnetic-gravitational resonance between 
charged dust grains of a specific size and a shepherding satellite. Whether 
these effects will work depends on the plasma conditions at the F Ring and on 
the charge state that F Ring particles may acquire. Purely gravitational interac-
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tion has been considered by Showalter and Bums (1982) in order to explain 
the kinks and clumps observed by Voyager. However, the observed braiding 
is not understood at all. 

2. Saturn Electrostatic Discharges. During both Voyager encounters 
with Saturn, the Planetary Radio Astronomy experiment detected strong dis
crete episodic bursts of radio emission, termed SED (Saturn electrostatic 
discharges) (Warwick et al. 1981, 1982; Kaiser et al. 1984). Although Evans et 
al. (1982) claim that the source for the SED is located in Saturn's B Ring, no 
physical process has been forwarded to explain the generation of SED in the 
ring. Recently Kaiser et al. (1983) have shown that SED are consistent with an 
extended lightning storm system in Saturn's atmosphere. 

3. Spokes. Micron-sized particles cause the almost radial spokes in the B 
Ring. Smith et al. (1981) noted that spokes appear dark in back-scattered light 
but appear bright against the background B Ring in forward-scattered light, 
suggesting that micron-sized particles elevated above the ring plane are re
sponsible for this phenomenon. A theory of spokes has to explain this and the 
following observed spoke characteristics (Smith et al. 1981, 1982; Proco and 
Danielson 1982; Griin et al. 1982): spokes have been observed in the B Ring 
between -100,000 km to 117,500 km from Saturn's center. They commonly 
appear wedge-shaped, with a vertex at a distance of 112,500 km (corotation 
distance). Their width at the base (towards Saturn) varies from about 2000 km 
to 20,000 km and their radial extension is about 3000 km to 12,000 km. 
However, narrow (typically 500 km in width) filementary spokes have been 
observed outside a radial distance of 110,000 km, mostly joined with a wider 
spoke farther in. 

Several narrow spokes were observed during their formation along radial 
lines in the sunlit portion of the ring. The formation time is typically ~ 5 min 
for a 6000 km long spoke. The rate of spoke formation is highest at the 
morning ansa outside Saturn's shadow. Spokes are nearly radial, or tilt away 
from radial in such a way that Keplerian motion will continue to tilt them 
further. From measurements of the angular velocity of spoke edges it was 
shown that in most cases both spoke edges revolve with Keplerian speed. 
However, a few spokes have been found where only one edge revolves with 
Keplerian speed whereas the other edge stays radial and corotates with 
Saturn, so their width increases with time. Spoke activity varies within the 
measurement errors of ± 22 min with a period of Saturn's rotation (10 hr 39.4 
min). Several recurrent spoke patterns have been observed at that period. 
Spoke activity showed a pronounced peak in the quadrant centered around 
115° SLS (Saturn longitude system, defined by Desch and Kaiser [1981]). 

Spokes have been observed all around the illuminated side of the ring. 
However, they are visible with highest contrast relative to the underlying 
B Ring at the morning ansa. Bright spokes were also observed on the face 
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of the B Ring which is not illuminated by the Sun but only by Saturn's shine. 
From edge-on views of the ring system an upper limit of 80 km for the 
height of spokes above the ring plane is derived. 

4. Spoke Formation. In the following discussion, we briefly mention 
some theories on spoke formation and show their relation to the observations. 
Several theories (Gold 1980; Bastin 1981; Carbary et al. 1982) propose that 
spokes become visible because elongated grains are aligned due to polari
zation in weak radial electric fields. But Weinheimer and Few (1982) have 
argued against grain alignment theories. They showed that grain alignment 
theories require that grains are sufficiently conducting. However, unless ice 
(spoke particles, like the rest of the ring particles, are most likely to be 
composed of H,O ice) becomes ferro-electric, the electric torque used to align 
the particles is many orders of magnitude too small, with the electric fields 
expected in the B Ring. Weinheimer and Few believe that it is very unlikely 
that the ice would become ferro-electric at the ring temperatures. 

Most other theories proposed so far for spoke formation require charged 
dust particles which are elevated above the ring plane. Thomsen et al. (1982) 
interpret the deviation of the angular velocity of spoke features from the 
Keplerian value as being due to the orbital speed of negatively charged dust 
particles. The observed large deviations of the radial edge of active spokes 
(cf. Griin et al. 1982) from Keplerian speed would indicate, in their model, 
very high negative charges ( I q/m I> 100 Coul kg-') on dust particles. 

Hill and Mendis (198 la, 1982a) discuss dust particle dynamics in the 
electromagnetic environment. They calculate the orbits of grains of different 
sizes as the grains move around the planet, and find that high negative charges 
on dust particles should give rise to fine structure in wedge-shaped spokes. 
They predict that a number of almost straight, sharp ''ribs'' should radiate out 
from a point at the corotation distance, which revolve with time-varying 
angular speed. Finally, they show that the resettling of the grains on the larger 
bodies in the ring plane after their initial levitation results in a differential 
transport of grains across the ring plane. A consequence of this is the estab
lishment of different multimodal size distributions of dust within the spokes at 
different planetocentric distances. None of these detailed predictions have yet 
been uniquely verified by the observations. 

The most comprehensive theories of spoke formation are those of Goertz 
and Morfill (1983) and Morfill et al. (1983c). Goertz and Morfill (1983) show 
that relatively dense plasma (n -100 cm-') is required near the rings in order 
to generate a strong enough surface electric field to lift dust particles off the 
ring. It is unlikely that the average plasma density near the rings is large 
enough to do this. Such a dense plasma cloud near the rings will contain 
slightly negatively charged dust, which due to the gravitational force, drifts 
relative to the plasma. This current causes a polarization of the plasma cloud 
and a radial E x B plasma drift at - 30 km s -•. As long as the drifting plasma 
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is dense enough, dust will be elevated marking the radial trail of the plasma. 
The subsequent evolution of such a radially aligned, negatively charged 

dust cloud is discussed by Morfill et al. (1983c). The discharge of the fine dust 
by solar ultraviolet radiation produces a cloud of electrons which moves 
adiabatically in Saturn's dipolar magnetic field. The electron cloud is ab
sorbed by the ring after one bounce, alters the local ring potential signifi
cantly, and reduces the local Debye length. As a result, more micron-sized 
dust particles may be elevated above the ring plane and the spoke grows in 
width. This process continues until the electron cloud has dissipated. 

Both theories (Goertz and Morfill 1983; Morfill et al. 1983c) are able to 
account for the energetics of spoke formation, dust levitation off the ring 
plane, radial alignment of young spokes, spoke formation times, and the 
identification of structure (filamentary, narrow, and extended spokes). 

Open questions in these theories include the origin of the dense plasma 
clouds proposed by Goertz and Morfill (1983), and the cause for the periodic
ity of spoke activity. While there is no satisfying explanation for the spoke 
periodicity, several proposals have been made for the origin of the dense 
plasma clouds. One possibility is meteoroid impacts (Morfill and Goertz 
1983; Morfill et al. 1983a); another is sputtering of the rings caused by field 
aligned currents of accelerated ke V particles (Morfill 1983b). 
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EFFECTS OF RADIATION FORCES ON DUST PARTICLES 
IN PLANETARY RINGS 

F. MIGNARD 
Centred' Etudes et de Recherches 
Geodynamiques et Astronomiques 

The effects of radiation forces on a grain in planetary orbit are examined with 
particular emphasis on implications for planetary rings. The origin of radiation 
forces is briefly considered mainly to provide order of magnitude. The secular 
changes of orbital elements are derived and the effects of the planetary shadow 
assessed. We show that this shadow is of little importance in the dynamics of 
planetary rings, yielding but a small periodic oscillation in the semimajor axis. 
The periodical evolution of the other orbital elements is investigated, both for a 
spherical and for an oblate planet. We demonstrate the existence of a forced 
eccentricity that is strongly enhanced at a particular critical distance where 
resonance occurs. In the case of Saturn this critical distance is nearly coinci
dent with the outer boundary of the E Ring, involving a depletion in very small 
particles. 

Ever since Maxwell (1859) successfully demonstrated that the rings of 
Saturn must be made up of numerous independent bodies, dynamics of this 
cosmic jewel have attracted mathematicians and celestial mechanicians. How 
such a system might have evolved, and possibly may still be evolving is 
dependent upon the size of particles that make up the disk. During the 20th 
century, astronomers used propitious configurations (ring-plane crossings, 
occultations, well-opened rings) to learn more about particle properties, and 
bodies ranging from cm to km were reported. The two last decades have 
brought an impressive harvest of new observational materials thanks to both 
space exploration and the development of highly sensitive groundbased detec
tors. The classical three rings of Saturn have become a vast number of un
named ringlets and Saturn has had to relinquish its privilege of being the only 
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planet encircled with rings. Dynamics of planetary rings are governed by 
many factors and, to some extent each chapter of this book bears witness to 
the richness of the physics involved. 

In the following pages we will discuss the possible role played by radia
tion forces on the tiny grains in certain rings. Are these forces more capable of 
shaping the rings than any other force? Can their dynamical consequences 
account for observational facts'? To answer these questions we shall first 
examine the magnitude of radiation forces and the direction of their action. 
Next we will proceed with the secular change of the orbital elements which 
ultimately will inform us about the long-time stability of the swarms of small 
particles. Orbital evolution over intermediate timescales will be considered in 
connection with the planetary shadow and with the planet's oblateness. 

More than an explanation of striking features observed in the ring system, 
this chapter aims at providing a framework for understanding some of the 
facts that can be ascribed to radiation forces. Indeed the subject pertains to 
more than just planetary rings even though nearly all numerical applications 
here specify ring parameters. 

I. RADIATION FORCES IN GENERAL 

A. Basic Physics 

This section presents the basic ideas needed in order to work out the 
dynamical consequences of radiation forces. The goal of this section is not to 
give a comprehensive description of the interaction between grains and radia
tion, but only to outline the problem and to refer the reader to the original 
literature in this field for the details. 

A particle of geometrical cross section A located at a point where the 
density flux (energy/area/time) of radiation is <I> would intercept an energy 
per unit time, 

(1) 

if it were a perfect absorber. At the same time a transfer of linear momentum 
occurs and the particle experiences a net force directed outward along the 
radiation source-particle line whose expression is given by 

<PA F=--u 
C r 

(2) 

where c is the speed of light and u, is the unit vector radial to the source of 
the radiation. The absorbed energy heats the grain and if it is sufficiently 
small, it is subsequently isotropically reemitted bringing about no sup
plementary force. This simple picture must be refined to be more realistic. 
A particle is never a perfect absorber since diffraction implies the particle 
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may interact with an electromagnetic wave in a region much larger than 
its geometrical cross section. Accordingly, the previous description must 
be amended and Eq. (2) becomes 

(3) 

where Qvr is a dimensionless coefficient which can be evaluated for spherical 
and smooth particles with the help of Mie theory of light scattering (Fig. I). 
Comprehensive discussion of the whole theory may be found in Born and 
Wolf (1975), McCartney (1976) and Van de Hulst (1981). Detailed computa
tions and numerical results for materials of interest in the solar system have 
appeared in a series of papers by Lamy (1974, 1978) and Bums et al. (1979). 
The latter paper is recommended for its coverage of a broad range of dynami
cal effects involving radiation forces in planetary science. The knowledge of 
the scattering pattern has proven to be a powerful tool in determining the par
ticle's size both in Jupiter's and Saturn's rings (see chapters by Cuzzi et al. 
and by Bums et al.). The physical origin of Qvr is illustrated in Fig. 1. 

B. Numerical Values of the Radiation Forces 

When Qvr is known from Mie scattering, the radiation force may be 
evaluated using Eq. (3). From the standpoint of dynamics it is preferable to 
use a new parameter instead of Qvr that will immediately tell us how much 
the actual orbit can depart from the undisturbed orbit due to radiation forces. 

Let Fa and F vr respectively be the gravitational and the radiation force 
acting upon a grain in the solar environment. For a particle with radius rand 
density p and located at a distance R from the Sun we have 

Fa =GM _1_ 7rr'p/R 2 

3 
(4) 

(5) 

where M and L are the solar mass and luminosity and G is the gravitational 
constant. Because both forces decrease as the inverse square of the distance to 
the Sun, their ratio depends only on the particle's properties. More precisely 
we have for this ratio 

/3 _ Fpr _ 3L Qpr 
Fe I67TGMc pr 

(6) 

or numerically, /3 = 0.6 Qprlpr with pin g cm-" and r in µm. For the 
limiting case of geometrical optics Qpr = 1, and by taking p = 3g cm_, as an 
average value of density, /3 = 0.2/r. For micron-sized particles /3 is on the 
order of unity. If the geometrical optics were valid at this level, a particle 
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Fig. I. Diagramatic illustration of the origin of the classical radiation force. The particle 
absorbs an amount of energy <PAQ,,. while it scatters an energy <PAQ,c- Each process 
involves an exchange of linear momentum b.P. The absorbed energy is subsequently isot
ropically reemitted while scattered photons follow a well-defined pattern. The total budget 
of exchange of linear momentum leads to Qpr = Qab + Q,c (l -<cos9>) and to Eq. (3) in 
the text. 

smaller than 0.2 µ,m would be blown out of the solar system on an hyperbolic 
orbit. Such an escape constitutes the basis for the origin of the so-called 
/3-meteoroids, first recognized by Berg and Griin (1973) from data collected 
by Pioneer probes and interpreted by Zook and Berg (1975). 

Extensive numerical computations of f3 were carried out by Bums et al. 
(1979) and part of their results is reproduced in Fig. 2 for representative 
materials. It should be noted that all the curves have similar shapes and 
present a maximum in /3 for particle radius of -0.1 to 0.2 µ,m, with /3 close to 
unity. Geometrical optics is a fairly acceptable approximation for a particle 
whose radius is >0.5 µ,m, while it becomes meaningless for very small 
particles since /3 drops sharply when r <0.1 µ,m. In Fig. 1 the ideal material 
is one that absorbs all radiation when 2 1rr!>.. < 1 (A is wavelength) and is 
totally transparent elsewhere. For subsequent computations the reader should 
bear in mind that /3 is on the order of unity for micron-sized particles, i.e. the 
magnitude of the gravitational attraction due to the Sun is comparable to that 
of the radiation force. 
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Fig. 2. A log-log plot of the /3 parameter (relative radition pressure) as a function of the 

particle size for three cosmically abundant materials and two comparison standards (from 
Burns et al. 1979). 

In order to deal with tractable computations and to work with a preexist
ing physical model of interaction between matter and radiation Bums et al. 
were obliged to consider perfectly smooth spherical particles, which might 
raise doubts about the usefulness of their results in the real world. However, 
we have good reasons to rely on the numerical values they obtained. First, in a 
recent investigation, Mukai et al. (1981) have tackled the problem of light 
scattering by large (relative to the wavelength of the light) and rough spherical 
particles. Multiple reflections of the incident light yield a diffuse scattering 
but the whole pattern does not differ significantly from the one resulting from 
Mie scattering. Second, the continual jostling that causes a particle to be 
eroded is likely to maintain spherical shapes preferentially to other forms. 

C. The Poynting-Robertson Component 

The model of radiation forces developed above is not subtle enough to 
provide a complete picture of the interaction between light and matter. Some 
eighty years ago Poynting (1903) made public the results of his investigation 
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about the consequences of the continuous absorption and reemission of solar 
radiation by particles, and claimed that a tangential drag should exist in 
addition to the well known radial radiation force (Eq. 2). Although his 
analysis was plagued by some shortcomings, in general he was right. The first 
correct analysis was performed by Robertson (1937) and generalized to ex
tended sources by Guess (1962). The problem has been reexamined and 
updated by Bums et al. (1979) who pointed out the essentially non-relativistic 
character of the PR (Poynting-Robertson) drag, which had been overlooked 
for years. 

The complete analysis is beyond the scope of this review; we restrict 
ourselves to a pictorial view displayed in Fig. 3. The reemission of the 
absorbed light is not isotropic when viewed in the solar frame. Accordingly, 
there exists a net tangential component in the radiation force and Eq. (1) must 
be rewritten as follows: 

(7) 

where; = dr /dt and V is the particle's velocity vector. Sometimes it is more 
convenient to express Eq. (7) in a slightly different form, namely 

F = <l>A Q rl (1 - 2; ) U - r0 U ] 
C P C r C 6 (8) 

where u 6 is the orthoradial unit vector. The term with Ur as a factor represents 
the corrected radial radiation force, while the second term may be named the 
drag component, So far, the terminology concerning radiation force has not 
been settled and in this chapter we shall call classical radiation force the part 
in Eqs. (7) and (8) that is of order zero in vie and the remainder will be termed 
the PR force or PR drag even though it contains a radial component. It should 
now be apparent why the subscript "pr" was used in Sec. I.A. 

D. Rings and Radiation Forces 

The various points presented in Sec. A allow us to determine in which 
rings radiation forces are likely to play major or minor roles, or to have no role 
at all. First and foremost, some rings may be totally devoid of small particles; 
belonging to this group are the C Ring and the Cassini Division. On the other 
hand, micron-sized particles are present within the B Ring along with a 
population of larger bodies. Electrostatic forces are apparently responsible for 
the behavior of the small particles, as far as dynamics are concerned (Porco 
and Danielson 1983). 

Photometric investigations show that a large fraction of the F Ring mate
rial is submicron-sized (Pollack 1981). But in the case of these ringlets, the 
dynamics is undoubtly governed by a shepherding mechanism generated by 
S27 and S26 (Showalter and Bums 1982; chapter by Cuzzi et al.; chapter by 
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Fig. 3. The origin of the PR drag. The same radiation pattern is observed in the particle frame 
(a) and in a moving frame (b). N, P. E denote, respectively, the flow of photons, linear 
momentum and energy crossing a unit surface per unit time in the forward direction (+)or in 
the backward direction (-). In (a) the radiation being isotropic, the + and - flows are 
equal. A relativistic transform has been used to construct (b). The total budget shows that 
more linear momentum flows in the forward direction than in the backward. Accordingly, 
the particle will experience a drag force. Note that the energy and linear momentum flow are 
affected both because more numerous photons are emitted in the forward direction and 
because these photons are likewise the most energetic. 

Dermott). Likewise, the Jovian rings, considered as a monodispersion, com
prise particles of 3 to 5 µm in diameter (Jewitt 1982). Here the short lifetime 
due to sputtering and also the plasma drag prevent the radiation forces from 
shaping the ring. In addition, the ring and halo particles orbit the planet deep 
in its magnetosphere and become charged. Accordingly, electromagnetic 
forces overwhelm the radiation forces as demonstrated by Morfill and Grun 
(1980) and Bums et al. (1980). See also chapters by Grun et al. and by Bums 
et al. in this book. 

The two remaining rings, the E Ring and the external extension of the G 
Ring, are worthy of paying more attention to in connection with radiation 
forces. The existence of an outermost ring of Saturn was first reported by 
Feibelman (1967) during the passage of the Earth in the ring plane in 1966. 
However, the reality of such a tenuous ring remained doubtful for more than a 
decade and was not confirmed until the recent ring plane crossing of 1979-
1980. Photographic observations were made by Lamy and Mauron (1981) and 
Dollfus and Brunier (1982). More accurate data resulted from CCD observa
tions made by Baum et al. (1981) and yielded edge-on profiles. Also images 
were obtained by Voyager 2 in forward scattering geometry at low elevation 
angles (Smith et al. 1982). Nearly all observations agree with a pronounced 
radial concentration of material at -4 Saturn radii (Rs), in the neighborhood 
of the orbit of Enceladus. The inner edge of the ring is located at 3 Rs and the 
ring peaks abruptly at 4 Rs, then drops sharply to 5 Rs and spreads gradually 
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to ~8 Rs. The spectral reflectance is accounted for if there are numerous 
scattering particles of some µm in diameter (Baum et al. 1981; Dollfus and 
Brunier 1982). The very small optical depth, 7 ~ 10-• - 10-1 , shows that the 
ring surface is sparsely populated and that collisions are infrequent with 
typically fcol = 10•yr. 

More recently, a concentration of small particles slightly outside the G 
Ring was detected during the Voyager 2 encounter (Gurnett et al. 1983), but 
the significance of this was not immediately recognized and actually came out 
as a by-product of the plasma wave experiment, during which an impulsive 
noise was recorded as the spacecraft crossed the ring plane. The detection 
took place at the unique distance of 2.88 Rs whereas the radius of the G Ring 
is 2.8 Rs (Smith et al. 1982). By modeling the noise production, a size and 
mass distribution is inferred and most of the particles that make up this 
concentration have a radius in the range of 0.3 to 3 µm. The vertical concen
tration decreases gradually with a characteristic thickness of 100 km. So far 
there is no groundbased observation of either this new ring or an outer G Ring 
appendage, and we do not know if there is a continuous, but tenuous, distribu
tion of matter up to the E Ring. However, from low elevation-angle observa
tions by Voyager, it can be stated that no ring of optical depth comparable to 
that of the E Ring lies farther out in the Saturn system (Smith et al. 1982). 

Nothing is known about the size of the bodies that populate the ringlets of 
Uranus. However, some observational evidence suggests that, even if 
micron-sized particles are present, radiation forces are not a basic physical 
process in this system. The ring boundaries are sharply defined whereas 
interparticle collisions and radiation forces would produce diffuse boundaries. 
In addition, eccentric ringlets precess as rigid bodies (Nicholson et al. 1981; 
Elliot et al. 1981; chapter by Elliot and Nicholson), which involves either the 
action of unseen satellites or a compensation of the differential precession by 
the self-gravitation of the matter making up the rings (see chapter by Der
mott). Whatever the actual processes may be, it is reasonable to rule out 
radiation forces as a possible explanation. 

II. DUST IN PLANETARY ORBITS 

A. Secular Changes of the Orbital Elements 

Instantaneous Rate of Change. In addition to the Newtonian attraction 
of the planet, a grain experiences a supplementary force caused by solar 
radiation. According to its magnitude, this force will modify more or less 
the particle's orbital parameters. For a particle embedded within a ring, it is 
desirable to determine whether or not the radiation force may cause that 
particle to drift far from the place it was released. This drift can be either a 
secular change, which would alter to a large extent the distribution or only a 
periodical change, which would involve an excursion in the semimajor axis, 
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Fig. 4. A dust particle G orbits a planet P and is acted upon by the radiation coming from the 
Sun S. VP denotes the planet's velocity with respect to the Sun while V is the particle's 
orbital velocity with respect to the planet. The figure is not to scale since SP> >SG. In the 
test vector SP is denoted by rsp. 

the eccentricity or the inclination. In turn, such modifications would drasti
cally affect the rate of collision and finally the ring structure. 

The secular change of the orbit of a particle in motion around a planet 
stems from the energy removal by the Poynting-Robertson drag. Actually it is 
not obvious that an energy loss due to a drag force as viewed from the Sun 
likewise leads, on the average, to an orbital energy loss when measured from 
the planet's own frame. In order to derive analytical expressions for the 
different rate of change, we make the following assumptions: 

l. In any planetocentric motion we neglect the small variation of the dis
tance between the Sun and the particle. Hence the solar flux is constant 
and equal to its value at the planet's level; 

2. The planet's orbit is assumed to be circular; 
3. No allowance is made for the planetary shadow, in a first approximation. 

This assumption will be reexamined later. 

A vectorial expression of the radiation force was given in Eq. (7). By 
inserting the radius vector of the planet and that of the grain (Fig. 4) and 
by taking into account that the velocity V in Eq. (7) is relative to the Sun, 
we have 

where VP is the planet's orbital velocity and V is the velocity of the particle 
with respect to the planet, and rsp is the sun-planet vector. 

Let us consider a reference frame with its origin at the planet's center of 
mass and whose x-axis is directed toward the Sun. In this frame we can 
describe the particle's orbit with the six standard Keplerian elements, a, e, i, 
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Fig. 5. The rotating coordinate system with its origin at the planet's center of mass. n is the 
longitude of the node measured from a moving axis; the pericenter is located by w, andf 
represents the particle's true anomaly. 

!l, w, M. Since the Sun is moving, the longitude of the node is referred to a 
moving axis (Fig. 5). The three components of the force in Eq. (9) are readily 
obtained in our reference frame with the following notation 

PG= r 
V = 
Vp = 
rsp = 
rsp 

= (x,y,z) 

{i,y,i) 
(0,Vp,0) 

(-1,0,0) 

F = - <l>A Q r ( 1 + 2.i ' VP + .1_ 'j_) (10) 
C P C C C C 

In the right-hand side of Eq. (10) the term of zero order in v/c corresponds to 
the classical radiation force and all the other terms to the PR components. 
Finally the rate of change or orbital energy and angular momentum are given by 

d£ F·V 
dt 

1 dH 2 

m 

(rxF)·H 
2 dt m 

(11) 

(12) 

where E denotes the orbital energy measured in the frame moving with the 
planet and H the corresponding angular momentum, H = rxV. Eqs. (11) and 
(12) will eventually yield the rate of change of the semimajor axis a and of 
the eccentricity e through the following equations of Keplerian motion 
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E = - µ,!2a 

H 2 = µ,a(l -e 2
) 
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(13) 

(14) 

with µ, = GMv, as the product of the gravitational constant by the planet's 
mass. 

Let us introduce a characteristic time tvr, during which a particle inter
cepts from the radiation flux an energy equal to its own rest energy (Bums 
et al. 1979): 

mc 2 

fpr =--m---
3'1'AQpr 

From Eqs. (10), (11) and (12) we have the instanteous rates of change 

(15) 

(16) 

(17) 

Averaged Rate o{ Change. To obtain the secular changes from the two 
last equations we must average them first, over the orbital period, and second, 
over the precessional period of the node and of the pericenter. The order in 
which these averages are performed is irrelevant and will be determined from 
practical considerations. It is reasonable to assume that the two precessional 
motions are independent of each other and that they take place at a uniform 
rate. Over the orbital period we have, <x > = <y > = <z > = <x > = 
<y > = <z > = 0. The notation <> denotes the averaging over either the 
short period or long period. The nonvanishing contributions to the averages 
can be computed with the help of the following classical expressions 
(Brouwer and Clemence 1961) in the two-body problem 

(18) 

(19) 

where f and u are respectively the true and the eccentric anomaly, the mean 
motion n is determined by n 2a" =µ,,and the P's and Q's are given by 
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p = .r cosllcosw - cosi sin n sin w 
p = y sinllcosw + cosi cos n sin w (20) 
p = z sini sin w 

Q.r = -cosllsinw - cosi sin n cos w 

Qy = -sinllsinw + cosi cosll cosw (21) 
Qz = sini COSW 

Here wand n are the argument of pericenter and longitude of the node. Then 
it follows that 

cos 2u - P .r Q.r (1-e")½ sin2 u ]) . 
(22) 

This expression is easily averaged over the two precessional motions and 
leads to 

2 • 

<.x 2 > = < ~ (sin'u + (1-e') cos'u)> 
r 

1 + cos"i 
4 

(23) 

and finally with <V'> = n"a' and with the average of Eq. (23) over the 
orbital period, the general result is 

dE 

dt 

2 2 na 5 + cos'i 
4 

(24) 

In Eq. (24) we have omitted the averaging brackets although a mean rate of 
change is understood. 

For the averaging of Eq. (17) we need only to evaluate the nonzero terms, 
< Hz yi> and < Hy zx>, and we have < Hy zx> = - Hna'<sini cosll 
[-Pz P.r cosf sin u + Pz Q.r (1 - e")½ cos/ cosu -QzP.r sin/ sinu + Qz Qx 
( 1-e")½ sin/ sin u l > and after the averages over the precessional motions are 
performed 

. 2· 

H . H , sin 1 , , f . f . < yZ.X> = na - 4- <(l-e ) 2 cos cosu + sm smu> 

and finally 

Similarly we find 

cos 2i 
2 

sin2 i 
4 

(25) 

(26) 

(27) 

A straightforward combination of Eqs. (14), (17), (26) and (27) yields the 
time variation of the angular momentum 



dH 
dt 

RADIATION FORCES 

n a 2(1-e 2)! (1 + 5 cos2i) 

3tpr 4 

345 

(28) 

Time Evolution of the Semimajor Axis and of the Eccentricity. From 
Eqs. (13) and (14) the secular rate of change of the semimajor axis a and 
eccentricity e are 

and 

da 
dt 

~=O dt . 

a 
fpr 

5 + cos 2i 
6 

(29) 

(30) 

The orbital eccentricity is secularly stable whereas the semimajor axis exhibits 
a secular decrease. In Eq. (29) fµr appears as a characteristic decay time and 
can be expressed in terms of the coefficient {3 (Eqs. 6-15) 

l ap av 

tvr = 3{3 ---;- GM/c 2 
(31) 

or numerically, tvr = 530 a~/ {3 in yr, where ap is the Sun-planet distance 
expressed in astronomical units. This collapse time amounts to 5 x 10• I {3 yr for 
Saturn and to 104 / {3 yr for Jupiter. Thus, even in planetary motion the PR drag 
causes the particle's orbit to shrink, but in a different way than for a heliocen
tric orbit. In the latter case the result is available in various forms in Robertson 
(1937), Wyatt and Whipple (1950), Bums et al. (1979), and Mignard (1983). 
For a circular orbit starting at a = a 0 , it reduces to 

da 
dt 

2 2 

~ (32) 
a 

where tpr is given by Eq. (31) by substituting a 0 foraµ, So, for spiraling motion 
about the Sun the shrinking speeds up as the particle comes close to the Sun, 
while the largest rate of variation of the semimajor axis is obtained far from 
the planet in the planetocentric case. As a consequence, tpr in Eq. (32) is, to 
within an order of magnitude, the time of fall. In addition, the rate of change 
of a is independent of the eccentricity in Eq. (29) for planetocentric orbits, 
while an exact version of Eq. (32), valid for eccentric heliocentric orbits, 
shows that the time of fall becomes shorter as the initial eccentricity grows 
(Mignard 1983). 

The impossibility of maintaining small particles in planetary orbit when 
coupled with the collisional spreading that occurs for larger particles (Brahic 
1977), has prompted Goldreich and Tremaine (1979) to suggest that the 
narrow ringlets of Uranus must be either confined or very young structures. 
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Accordingly, several models have originated to constrain ringlets within a 
very narrow region (see chapter by Dermott). 

Equation (29) allows us to draw some conclusions related to the equilib
rium distribution of a stream of particles. Since the rate of change of a 
decreases with the distance to the planet, particles released at a constant vate 
from a source located at a distance a 0 will accumulate in the inner region. 
More quantitatively, for a disk-shaped stream, the radial number density n(a) 

should be given by 

n(a)a da!dt = const. (33) 

which expresses the constancy of the flux of particles in a sourceless region. 
Hence with Eq. (29), n(a) ~ 1/a 2 • 

The same reasoning holds for polydispersions, i.e., a range of particle 
sizes, provided that we consider the number density n(r,a) in the vicinity of 
the semimajor axis a and in the range of the particle radius dr. In such a case, 
if we take P( r) dr for the rate of creation of particles at a distance a O in the 
range dr, we find 

n(r,a) ~ P(r)/a 2/3(r) (34) 

and the optical depth at the same distance should be 

I P(r) 'TT'r 2 2 

T(a) ~ a 2 /3(r) dr ~ Ila . (35) 

Nothing that would resemble such a radial behaviour is observed in ring 
systems even in the inner part of the E Ring. However, the model is very crude 
because it assumes a conservation of the number of particles. If we keep 
within the approximation of the geometrical optics (Sec. I) f3 ~ 1/r and if we 
assume that P( r) ~ ,-q, the smallest particles would be primarily responsible 
for the optical depth for q > 3; on the other hand, the largest particles would 
give the major contribution, if q < 3. However, as the small particles proceed 
inward they are progressively eroded and tend to disappear. Hence the right
hand side of Eq. (33) is no longer constant and the contribution of the small 
grains to the optical depth will not be as large as expected. Accordingly, any 
birth and death process within the swarm of particles requires that the radial 
dependence given by Eq. (35) be reconsidered. 

Time Evolution of the Orbital Inclination. The mean rate of change of the 
orbital inclination can be obtained by inserting the component of the radiation 
force (Eq. 10) normal to the orbital plane in the perturbation equation 
(Brouwer and Clemence 1961). This procedure gives rise to rather lengthy 
calculations that we will not give in detail. Starting with the instantaneous rate 
of change 
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(36) 

Here f is the true anomaly. Surprisingly, this equation when averaged over the 
orbital period and over the pericenter precession yields a very simple result 
that does not depend upon the eccentricity 

di I . . . . 2n 
-d =-6 sm1 cos1 sm u. 

t tpr 
(37) 

To derive this result, we have used the following nonvanishing mean values 

<cosf > = -e 
< cos u cos f > = l/2 
< sin u sinf > = (l -e")½/2 

r < - cos/> = - (3/2)e . 
a 

(38) 

In Eq. (37) i represents the inclination of the particle's orbital plane to the 
planet's orbital plane. Thus, for a ring particle lying close to the planet's 
equator, this inclination is on the order of the planet's obliquity, i.e. 3° for 
Jupiter and 27° for Saturn. The product sin i cos i is 0.05 for Jupiter and 0.4 
for Saturn. Consequently, the PR drag tends to generate an out-of-plane 
motion so that for a collisionless stream of particles orbiting a spherical 
planet, an equilibrium motion could occur in a plane perpendicular to the 
planet's orbital plane. In the actual situation, the orbital precession caused by 
the oblateness of the planet coupled with a collision regime forces the disk to 
spread in the planet's equator. The competition with the rate of change Eq. 
(37) must produce a certain thickness of the disk. 

B. Dynamical Consequences of the Planetary Shadow 

Overview of the Problem. In the early sixties scientists suddenly realized 
the importance of sunlight on the motion of an artificial satellite. More pre
cisely this fact was particularly striking with the big balloon Echo 1, 30 min 
diameter with a mass of 70 kg or /3 = 0.01. Echo 1 was a genuine {3-particle 
although far from being micro-sized. At the same time it became clear that 
any prediction of the motion would be meaningless if the shadow were 
neglected. Even though the requirements for satellite prediction are very dif
ferent from our present purpose, it is worth ascertaining whether or not 
the planetary shadow could change the conclusions we have drawn in the 
preceding section. 
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In their review Bums et al. (1979) rely on numerical integrations per
formed in connection with artificial bodies to discard the effect of the motion 
through the shadow on the orbit of small particles. Since ring particles lie 
primarily in the planet's equator and their orbits do not depart significantly 
from circular, it is possible to allow for this assumption on a more quanti
tative basis. 

A particle spends a fraction of each revolution in the shadow cast by the 
planet; during this time the action of the radiation forces vanishes. For exam
ple, a particle on a circular orbit lying in the same plane as the planet's orbital 
plane passes the fraction 

(39) 

of its orbital period in the shadow. In Eq. (39) R is the planet's equatorial 
radius. With a/R = 2 or 5 the Sun is occulted, respectively, during 17% and 
6% of the time. We have established that as long as the PR forces are left out, 
the radiation force never causes secular change in the orbital elements. In 
other words, the energy loss and energy gain during the motion balance each 
other and average to zero. Obviously the result will remain true for a circular 
orbit even with the introduction of the shadow. In the case of an elliptic orbit, 
the symmetry will be broken and the balance of energy will not hold over one 
orbital period. 

Periodical Change of the Semimajor Axis. Let us consider the net varia
tion of orbital energy for a weakly elliptic orbit due to the classical radiation 
force. From Eq. (16) we have 

dE 
dt 

C 
x. (40) 

The particle enters the shadow at point Pe and leaves it at point P0 (Fig. 6). 
Over one orbit the net exchange of energy amounts to 

C 1e C 
t:::£ = - -- I X dt = - -- (Xe - X 0 ) 

3tpr 3tpr 
to 

(41) 

wherexe and.xo are the x-coordinates of Pe and P0 • Then, there is a variation of 
orbital energy whenever the distance to the planet is different at inbound and 
the outbound. This corresponds to the change in potential energy according 
to the distance to the Sun. The net balance is zero for circular orbits and also 
for orbits when the pericenter longitude is O or 'TT. Let fe and lo respectively 
be the true anomaly at Pe and P0 , and re and r0 be the corresponding distance 
to the planet's center. Hence, (Fig. 6) 

(42) 
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-« 
Sun 

Fig. 6. The geometrical configuration of the planetary shadow, when the planet's orbit and the 
particle's orbit lie in the same plane. The particle enters the shadow at P, and leaves it at P0 • 

Xo = r O COS ( W + / 0 ) (43) 

and for a small eccentricity, these expressions can be expanded to the first 
order in eccentricity, which yields 

Xe -x0 =a cos (w+Me) -a cos (w+M0 ) + a el2 [ cos(w + 2Me) 
- cos (w + 2M0 )) (44) 

where Me and M0 are the mean anomalies. Inbound and outbound true and 
mean anomalies are determined by solving the two equations 

which to the order e lead to 

re sin( w + fe) = R 
rosin(w + f 0 ) = -R 

sin (w+M,,) = - + e - R {. [ 2 _ ( Ra )' ] a 

R [ ( R )' j ~ } sin w - -;; 1 - -;; cos w 

sin ( w + M .. ) = - : + e { [ 2 - ( : r ] 
sin w + : r I - ( : r r cos w } 

(45) 

(46) 

(47) 

(48) 
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and after some manipulations, we can compute to O(e 2
), cos (w + Me,o), to 

O(e) sin 2(w + M e.o)and cos 2 (w + Me,0 ). By inserting the result in Eqs. (44) 
and ( 41) we obtain 

2ce R 
6£, = - 3tpr [l - (Ria)']) 

sin w (49) 

and finally from the expression of E in terms of the semimajor axis, the mean 
rate of variation of a 

da 2 e 
dt = - 31Ttpr 

c R(a/R)½ . 
Vg [l - (R/a)2 J! sm w 

(50) 

where Vg is the orbital speed of a grazing satellite 

V = (GMIR)½ = [ 25 km s~: for Sat~rn 
g 43 km s- for Jupiter. 

(51) 

A more accurate calculation by Wyatt (1963) for w = 1r/2 is in agreement 
with the present calculation. It is surprising that, except for the slowly varying 
term [l - (R/a)"]½, the net budget of energy exchange does not depend on the 
size of the orbit, nor does there appear in Eq. (49) to be a way to recover the 
result!:::£ = 0 if the shadow is left out. From Eq. (49) we see that there is a 
loss of energy if w is in the range (0, 1r) and a gain otherwise. As expected, 
the maximum exchange occurs when the asymmetry is the most pronounced at 
w = 1r/2 and 31r/2. 

Implications for the Particles within the Rings. In the region of interest 
we take [l -:(Ria )2J½ =,1, which is an acceptable assumption even for a/R - 2. 
Within some planetary radii the pericenter precession is governed by the 
planet's oblateness and is uniform. The reader should remember that win Eq. 
(50) is actually measured from an axis directed towards the Sun. Thus, as long 
as the precessional rate due to the planet's flattening is larger than the mean 
motion of the Sun we can write 

(52) 

where J2 is the planet's quadrupole moment and n the particle's mean motion. 
Equation (52) will be valid in the inner region of the planet's environment; a 
more precise limit will be derived below. 

Imagine a particle starting with w = 1T. The rate of variation of the 
semimajor axis would be positive from Eq. (50) as long as w is between 1T and 
21r. Therefore the semimajor axis would be increasing for half of the preces
sional period. At the same time, the rate of precession (Eq. 52) would de
crease steadily and finally sin w would remain positive for more than half of 
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the initial precessional period. Therefore, a would vary more than expected at 
first and, according to the value of eltpr in Eq. (50), we could obtain a large 
excursion in the semimajor axis caused by a sort of runaway amplification. 

In order to show this runaway analytically, let us write Eq. (52) as 
follows: 

(53) 

where fwg is the period of precession of the pericenter of a grazing satellite 
given by 

21r 3 Vg 
fwg=2J,R. (54) 

For Saturn fwy= 7.2 days; for Jupiter tw,, = 5.4 days. The differential system 
(Eqs. 50-53) possesses a first integral given by 

(55) 

The initial condition is such that a = a 0 when w = 'TT/2. Provided that the 
coefficient of cosw in Eq. (55) is large enough, this solution shows up the 
runaway behavior we have just described. Let K be this coefficient. If K > 
(RI a 0 )", there exists w such that a could approach infinity. A numerical eval
uation of K proves that for Saturn and Jupiter the value of a 0 would have to 
be far beyond the external limits of the ring systems. Thus, the amplitude of 
oscillation in the semimajor axis remains very small in the actual system. 
Consequently, a linearized expression of Eq. (55) is good enough for our 
purpose: 

~ = ~ + _e -( ~ ) 4

~ V.c cosw 
R R 37r2 R tpr g 

(56) 

or numerically, 

a a 0 (2.4 x 10-• for Jupiter ) - = - + or e f3 (a,/R)' cosw . 
R R 1.5 x 10-• for Saturn 

(56a) 

Thus, the radial excursion during a precessional period is hardly noticeable 
even in the outer regions of the E Ring, where for the very extreme condi
tions, e = 0.1, f3 = 1 and a,,!R = 8, the amplitude of variation of the semi
major axis amounts to 3700 km. 

In Eq. (52) we have not taken into account the fact that the pericenter 
longitude is actually measured from a moving axis, although such an inclusion 
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could be worked out easily. The more general solution risks not being very 
useful because in the resonance zone the orbital eccentricity will suffer large 
variations and cannot be kept constant. Thus, while the solution expressed in 
Eqs. (55) and (56) is well suited for planetary rings, its extension to other 
situations should be considered in connection with a more comprehensive 
study of the periodic perturbations. 

To conclude this section, it can be stated that our results confirm that the 
planetary shadow is of little importance in shaping the orbit of a dust particle 
located at a few planetary radii. Moreover we have demonstrated that Burns 
et al. (1979) were right in extending the validity of numerical integrations de
signed for artificial bodies to the case of dust particles. 

In the same way as we derived the rate of change of a, we could investi
gate the effect of the shadow on the other orbital elements, more particularly 
on the eccentricity. However, we shall show in the next section that, unlike 
the semimajor axis, there is a nonzero variation of the angular momentum 
when the particle remains in the sunlight during a complete orbital period. So 
the effects of the shadow would appear as a correcting term at least of the 
orderofR/a. 

C. Periodical Evolution 

We have seen that the PR components of the radiation force are responsi
ble for the secular evolution. Likewise the planetary shadow may possibly 
involve very important changes in the orbital energy, although this process is 
inefficient in planetary rings. We shall now consider orbital evolution over 
shorter timescales, typically on the order of the planet's orbital period. 

For planetary orbits the classical radiation force is about four to five 
orders of magnitude larger than the PR component and, provided that it gives 
rise to a nonzero effect, we can discard the action of the PR drag. In the case 
of secular evolution, we were not allowed to make such an assumption since 
only the PR drag gives a nonvanishing contribution. Hence, in this section 
we restrict our study of orbital evolution to the mere action of the classical 
force (Eq. 3): 

(57) 

Spherical Planet: Equations of Motion. As before, we consider the par
ticle's orbit to be small compared to the planet's orbit around the Sun. Under 
this assumption Eq. (57) is analogous to a force constant in magnitude and 
always directed along the Sun-planet line. Accordingly, it is simpler to use a 
rotating coordinate system which maintains the Sun at fixed coordinates and 
makes the equations of motion time-independent. A disturbing function may 
be derived from Eq. (57) and expressed in terms of the instantaneously fixed 
values of the Keplerian elements (Mignard 1982). Once this disturbing func
tion is time-averaged over an orbital period, we obtain 
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R = JI [µ,a(l -e 2
) Jt cos i + ;~ ea (cosw cosO - cos i sin w sinO) (58) 

where JI is the planet's orbital mean motion and F = IFI. The first part in Eq. 
(58) results from the inertial forces in the rotating frame whereas the last term 
represents the additional potential energy of the particle in the radiation field. 

By inserting Eq. (58) in the planetary equations (Brouwer and Clemence 
1961, p. 289), we obtain 

~ = 0 (59) 

~; = J1tanlf,(cos!l sinw + cosi sinO cosw) 

dw dt= JI tanlf, l cosn cosw - cos i sinO sinw l 
tanq, sinq, cosq, 

dO .,. ..,_. . '"' dt = - JI + JI tan.,, tan.,, smw smu 

di .,. ..,_ . . . '"' dt = JI tan.,, tan.,, sm I smu cosw 

(60) 

(61) 

(62) 

(63) 

In Eqs. (59-63), 

sinq, =e (64) 

and 

3 f3Vv 3 F 
tarn.µ= - --=- ---

2 n a 2 mJ1 na 

I C 

2 Jltpr n a 
(65) 

Other parameters have the same meaning as in the preceding section. We 
make the following comments concerning the above equations: 

I. No allowance has been made for the shadow in deriving Eqs. (59)-(63). 
This fact accounts for the absence of periodical variation in the semimajor 
axis. Otherwise Eq. ( 50) would have been obtained again. 

2. It was the variation in eccentricity (Eq. 60) that was invoked at the end of 
the Sec.Bin the discussion of planetary shadow effects. 

3. These equations represent the rate of orbital change in a frame rotating at 
a constant angular velocity JI, the planet's mean motion. Then, even for a 
negligible radiation force, If, = 0, the orbital plane regresses at the rate 
- v. The general solution of Eqs. (59)-(63) is rather intricate (Mignard 
and Henon 1983); while it is valuable from the standpoint of theoretical 



354 F. MIGNARD 

dynamics, it would be of little help to describe the main characteristics of 
the orbital evolution. 

We restrict ourselves to the motion of a dust particle in the planet's orbital 
plane; observational evidence in planetary rings justify this assumption. In 
addition, it can be shown (Mignard 1982) that the inclination suffers only 
small oscillations provided that the eccentricity remains moderate. In this 
case, i = 0 and the pericenter longitude becomes cu = w + n. The two 
pertinent variables are now the eccentricity and the pericenter longitude. The 
initial set of differential equations proves to have a very simple form when 
expressed with the following variables, 

X = sin<f, cos cu (66) 
Y = sin<f, sin cu (67) 
Z = cos<f, (68) 

It should be noted that Z is a regularizing variable when the eccentricity 
approaches 1. In order to avoid the presence of nonphysical solutions, the 
phase space will be limited to the region Z> 0. This choice corresponds to the 
positive determination of ( l -e 2)½. 

By inserting Eqs. (66)-(68) in (59)-(63) we have 

where 

dX ---= = cos iJ, y 
dH 

dY .,. . .,. dH = -cos.,,X + sm.,,Z 

~ = -sinij,Y 
dH 

(69) 

(70) 

(71) 

- V H =--t. (72) 
cosij, 

The solution of Eqs. (69), (70) and (71) is achieved by standard methods for 
linear differential systems, which yield 

X = cos6 sinij, - sin6 cosij, cos ii 
Y =sin6 sinH 
Z =cos6 cosij, + sin6 sinij, cosH 

(73) 
(74) 
(75) 

where 6 is a constant of integration. The second constant of integration is 
determined by the choice of the origin of time. The physical meaning of 6 is 
made clear with the first integral of Eqs. (69), (70) and (71), 

cos 6 = X sinij, + Z cosij, 

which is proportional to the energy (Eq. 58). 

(76) 
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The global behavior of the analytical solution given in Eqs. (73), (74) 
and (75) is better understood with a polar plot in the X-Y plane. The radius 
will represent sinq, and w will be the polar angle. From Eqs. (73) and (74), the 
equation of a trajectory labeled by o is 

(X - cos6 simf,)2 
sin26 COS2 lp 

y2 
+---=I 

sin20 

i.e. the equation of a family of ellipses centered at 

Xe = cos6 siniJ, 
Ye= 0 

and with semiaxes 

a= sino 
b = sin«S cosiJ,. 

(77) 

(78) 

(79) 

Two families are plotted in Fig. 7, one for a weakly disturbed particle, 
i.e. iJ, = 10°, and the other for iJ, = 30°. Larger values of iJ, are unlikely in ring 
systems but they can occur around the terrestrial planets. Indeed taniJ, can be 
found from 

taniJ, = /3(a/R)½(taniJ,)0 (80) 

where (taniJ,)g denotes the value of taniJ, for a grazing particle with {3=1. 
Values of (taniJ,)_q are listed for the different planets in Table I. The distinction 
between inner and outer planets is striking in the sensitivity of dust particles to 
radiation forces. The giant planets strongly attract particles, while at the same 
time radiation pressure is reduced in the outer solar system. The combination 
of these two facts accounts for the contrast disclosed in the table. From these 
figures we can conclude that orbiting terrestrial objects whose diameters range 
from 0.05 to l µ,m will undergo large variations in eccentricity so as eventu
ally to strike the planet or be lost in its upper atmosphere. In contrast, around 
Jupiter or Saturn similar particles can be kept for a long time within 5 to 10 
planetary radii, and affected only by the gradual orbital decay caused by the 
PR drag as shown in Eq. (29). 

With these orders of magnitude in mind, we can proceed to the analysis 
of Fig. 7. We can see that according to the initial conditions, i.e. according to 
the value of «5, the pericenter may either circulate or librate. As long as o < 1/J, 
the pericenter librates about w = 0 and the eccentricity oscillates between two 
extreme values given by 

emin = sin (iJ,-«5) (81) 
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Fig. 7. Polar plots of the trajectories in the phase space e-w for weakly (a) and strongly (b) 
disturbed particles. Each curve is labeled by 8 in degrees. Libration corresponds to curves 
that do not encircle the origin. Otherwise, the pericenter has a circulatory motion. 
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TABLE I 

Values of tan If, for Grazing Particles8 

(tanlf,)0 

Mercury 24 
Venus 7.1 
Earth 5.6 
Mars IO 
Jupiter 0.46 
Saturn 0.58 
Uranus 0.68 
Neptune 0.49 

8 A grazing particle would orbit a planet in a circular orbit whose radius would be equal to the 
planet's equatorial radius. 

emax = sin (1/,+6) (82) 

while the pericenter variations are restrained within ±W'max with 

(83) 

In cases where the pericenter circulates, emax is still given by Eq. (82) while 
e min becomes 

emin = sin (6-1/,). (84) 

If the radiation force were to disappear slowly, the equilibrium solution 
6=0 would go to <f>=O and cJ=0. The array of ellipses would degenerate into 
circles of constant eccentricity e =sin6, representing undisturbed Keplerian 
orbits. Thus 6 may be considered the free eccentricity whose value is com
pletely determined by the initial conditions. In contrast, for a disturbed orbit e 
cannot remain at zero even if the free eccentricity is zero. This permanent 
eccentricity can be called forced eccentricity and its value is given by eforcert = 
sinl/, which for small f3 is approximately equal to 

= ~ VP ( .!!._)½ = { 0.46 /3 ( ; Y for Juipter. 
eforced 2 /3 V R ½ 

0 0.58 f3 ( ; ) for Saturn. 

(85) 

This behavior is clearly analogous to behavior near orbital resonances (cf. 
Greenberg 1977). 

Therefore if Saturn and Jupiter were spherical, the free eccentricity of a 
dust particle in the ring system would be significant. We will see in the next 
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section to what extent this conclusion must be modified because of flattening. 
To appraise the real importance of the eccentricity variations, consider a 
particle in terrestrial orbit with a!R = 3 and /3 = 0.05. This particle is far 
enough from the Earth's center to allow the flattening to be disregarded. For 
initial conditions such that emin = 0.2, i.e. q> = 11:5, we have (Eqs. 80, 81, 
82) tf, = 26°, 8 = 14.5 and emax = 0.65. With these figures the pericenter 
distance amounts to a ( l -e max) = I . 05R. Without any doubt the particle will 
be lost into the Earth's atmosphere, after it has described about half of the 
cycle or 164 days. More generally, a particle with a given semimajor axis will 
remain orbiting a planet as long as its orbital eccentricity is small enough to 
prevent it from entering the planet's atmosphere. Bums et al. (1979) pointed 
out that such a mechanism is more efficient to account for particle loss than 
ejections on hyperbolic orbit. Since H in Eq. (72) is a linear function of time, 
the solution described in Eqs. (73), (74) and (75) is periodical and the time 
required to complete one cycle is deduced from Eq. (72) 

T =P costf, (86) 

where P is the planet's orbital period. For slightly disturbed particles T is 
essentially the same as P. 

Oblate Planet. In order to extend the validity of the preceding solution 
and to make it useful for planetary rings it is desirable to take the planet's 
oblateness into account. The large variations that the eccentricity exhibits 
follow from a coupling between the eccentricity and the pericenter longitude 
expressed in Eqs. (69), (70) and (71). As we have shown, the typical period 
for the evolution is equal to the planet's orbital period and, for a spherical 
planet, the radiation force makes the pericenter precess or librate at a rate 
comparable to the planet's mean motion. On the other hand, oblateness will 
cause the apsidal line of a circular orbit in the equatorial plane to precess with 
an approximate rate given in Eq. (52). If the precession due to the flattening is 
faster than the planet's mean motion, the eccentricity will not have enough 
time to develop fully and the forced eccentricity will tend to disappear. In 
short, a rapid steady precession should break the coupling. Since the rate of 
precession due to J2 decreases sharply with distance (Eq. 53), there exists a 
critical orbit dividing the planetary neighborhood into two regions: inside a 
critical distance m > v and the reverse holds outside. The equality of the two 
rates of motion leads to the value of the critical distance ac, given by the 
following equation 

;:: (:cr=v (87) 

where twg is, as earlier, the period of precession of a grazing satellite. The 
pertinent data are collected in Table II. We have left out Uranus because it is 



Earth 
Mars 
Jupiter 
Saturn 
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TABLE II 

Pertinent Data for a Grazing Particle 

Quadrupole Period of 
Moment Precession 
lO"xJ2 1 wo (days) 

1.08 36 
0.2 230 

14.7 5.4 
16.1 7.2 

"Defined in Eq. (87), expressed in planetary radii. 
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Critical 
Radiusa 

aJR 

1.94 
1.37 
6.69 
8.07 

meaningless to neglect the inclination of its equatorial plane to its orbital 
plane, while it is an acceptable approximation for the other planets. 

From the figures in Table II we see that Saturn's and Jupiter's rings are 
easily inside the critical zone where flattening cannot be neglected. This 
critical distance was implicitly invoked to derive Eq. (55) by stating the rate 
of precession of the pericenter within the critical distance is nearly equal to the 
rate due to planetary oblateness alone. The transition between the two regions 
can be studied with 

k=I-'iiJ/v (88) 

and 

v=kv (89) 

so that - V represents the mean rate of precession of the pericenter with 
respect to the planet-Sun line. Outside the critical distance k approaches 1 and 
fT = v, while the classical rate of precession is restored within the critical 
distance. A situation of resonance will appear in the vicinity of the critical 
distance where the pericenter of a large particle would always be aligned with 
the Sun. This region is characterized by values of k close to zero. According 
to Eq. (87) we have 

(90) 

which shows that the transition zone between the two regimes of precessional 
motion is very narrow, given the power ithat appears in Eq. (90). Hence we 
will almost always be in either of the two followings degenerate cases, 

I. a >ac and the perturbations arising from the flattening could be disre
garded since k - I ; 

2. a<acandfromEq.(88)k--(ac/a)t. (91) 
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In order to characterize the magnitude of the perturbation consider an 
angle y instead of ij,: 

sin y = sinij, /(sin2 iJ, + k"cos 2ij,)½ 
cos y = k cos iJ, /(sin 2ij, + k"cos2 ij,)½ 

k tan y = tanij, . 
(92) 

Outside the critical distance, iJ, is recovered as a limiting value of y. On the 
other hand, when a< ac, y is an angle which varies between TT/2 and TT, the 
smallest perturbations corresponding to y close to TT. 

In the case of a spherical planet, the magnitude of the perturbation was 
mainly determined by /3 as it can be seen in Eq. (80). In the present situation 
we have two factors equally important that determine y. First is /3, obviously, 
and ultimately the particle's size, and second is the closeness of the resonance 
zone. In Eq. (92) we see that y can be close to TT/2 even for small /3 provided 
that k - 0. So the proximity of the resonance will amplify the effect of the 
radiation force, as usual in any resonance encountered in celestial mechanics 
(Greenberg 1977; see also chapter by Franklin et al.). Variations of y with 
distance are plotted in Fig. 8 for Jupiter and Saturn for two values of /3. We 
can see that tany drops sharply as soon as we enter the internal zone which 
implies that the perturbations will lessen as well. 

We move back now to the differential system (Eqs. 60-63), with i = 0 
and ciJ = w + !l. Then, adding the contribution of the flattening to the rate of 
variation of the pericenter, we can derive two differential equations for the 
variation of e and ciJ. With the same change of variables as in Eqs. (66), (67) 
and (68) we obtain the equivalent system 

dX dH - cosy Y 

dY _ 
dH -
dZ 
dir= 

where 

- cosyX + sinyZ 

- siny Y 

H = ytlcosy. 

(93) 

(94) 

(95) 

(96) 

This new system is similar to the system (Eqs. 69-71) derived for a 
spherical planet with the transpositions, iJ!-y, 11-11. Outside the critical 
region y is in the range (0, TT/2) and the complete solution (Eqs. 73-79) 
extends to the present situation. The inner region is the most interesting as far 
as rings are concerned. In this case, y is in the range (TT/2, TT) and the center of 

libration is at cu = TT instead of ciJ = 0. In addition, to fulfill the requirement 
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Fig. 8. Variation of y with the distance to the center of the planet. The unity of distance is in 

Saturn radii in the curves for Saturn and otherwise in Jupiter radii. 

Z > 0, the center of libration corresponds to a trajectory labeled with o = 1r. 

An increase of the free eccentricity corresponds to a decrease in o and the 
semiaxes of the ellipsis remain defined by Eq. (79) and the center of libration 
by Eq. (78). 

Let us try to derive some rules of thumb that can provide the reader with 
insight into the overall solution. By far, the most pertinent parameter is the 
forced eccentricity. We have 

e forced = sin y (97) 

whose numerical value can be deduced from Fig. 8. Since the ring systems 
lie within critical distance (except for the outer part of the E Ring, which 
we will consider separately), we can use the approximate value of k given by 
Eq. (91) and Eq. (80) to obtain 

( R )l ( a )• erorced = /j (tan -J,)g ---;;; . R (98) 
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This approximation is valid up to (a/R) ~ 5 for Saturn and up to (a/R) ~ 4 for 
Jupiter. With the figures contained in Tables I and II, the forced eccentricity 
becomes , -l 5. 9 x 10-• {3(a/R)4 for Jupiter. 

( forced -

3.9 x 10-• {3(a/R)4 for Saturn. 

(99) 

Such forced eccentricities are much smaller than those derived from Eq. (85) 
based on the assumption of a spherical planet. At the level of the outer bound 
of the Jupiter ring, a/R = 1.8 and the forced eccentricity is e1 ~ 0.007 {3. In 
the case of Saturn it amounts to 0.024 {3 at the level of the G Ring where 
a/R = 2.8 and rises to 0.1 {3 at the level of Enceladus where the E Ring is 
most prominent. An exact evaluation of 'Y from Eq. (92) gives e1 = 0.28 {3 
at a/R = 5 and e1 = 0.6 {3 at a/R = 6. The forced eccentricity keeps rising as 
we come closer to the resonance zone. 

Eventually at the exact resonance, the array of ellipsis degenerates into 
straight lines 

and 

X = e cosw =e 
0 

Y = e sinw = (1 - e ~ )icos ( v tan tf, t). 

(101) 

(102) 

Equation (102) shows that the eccentricity may become equal to and the 
characteristic time for such an evolution is on the order of P/tantf, where P still 
denotes the planet's period of revolution. As a consequence of the orbital 
evolution in the resonance zone, we see that no particle can be kept in this 
region for a time longer than the characteristic time (P/tantf,). This fact proba
bly accounts for the outer boundary of the E Ring that Baum et al. (1981) set 
very close to 8 Saturn radii, i.e. exactly at the resonance distance. 

This interpretation assumes that the remaining particles are moving about 
Saturn in weakly eccentric orbits, so that the observed distance can be taken 
as a semimajor axis. This implies the existence of an outward diffusion 
mechanism if Enceladus is the source to drive the particles from a/R = 4 to 
larger values. Mutual collisions may be responsible for such a diffusion. 
However, we should be careful in extending the results obtained by Brahic 
(1977) without modifications when colliding particles are micron-sized. 
Breaking or sticking are likely different from what they are for larger bodies. 

As can be seen in Fig. 8 the width of the resonance zone becomes very 
narrow as {3 decreases. Then, the fact that we can observe matter orbiting 
Saturn in the vicinity of the critical distance implies that the forced eccentric
ity remains moderate. Hence from Eq. (100), or from a more accurate compu-
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tation valid for a/R - 8, we can conclude that within the E Ring, or at least 
within its outer part, /3 < < 1. This result implies that particles are some 
microns in diameter. In addition, the radiation forces tend to eliminate pref
erentially the smallest particles. This removal is very efficient because those 
particles are located close to the critical distance. Therefore, the outermost 
regions of the E Ring must be depleted in small grains compared to the 
innermost regions. At present the only available data have been obtained from 
edge-on profiles, and thus fail to provide us with reliable information concern
ing the size distribution within the E Ring, except for the fact that it comprises 
a large fraction of particles of 3 to 5 µ,min radius. Likewise the photographic 
observations by Larson et al. (1981) carried out after the ring-plane crossing 
event were not sensitive enough to detect more than an unresolved line source 
smeared out by the motion of Saturn during the exposure. 

Secular Effect Versus Periodical Evolution. So far the radiation pressure 
has been represented by the simple radial term directed along the Sun-particle 
line. From this assumption it turns out that the semimajor axis is secularly 
stable, while the other orbital parameters undergo various periodical changes. 
However, we have demonstrated in Sec. II. A, that the orbit is not stable over 
a period comparable to, or longer than, the characteristic time tpr defined in 
Eq. (15). Since the semimajor axis decreases (Eq. 29), the relative magnitude 
of the disturbing radiation force lessens compared to the central gravitational 
attraction and both tan tjJ and tan y decrease. 

On the other hand in the planetary environment a dust particle is continu
ously eroded either by impact with other particles or sputtered by protons and 
energetic ions (Bums et al. 1980; Morfill et al. 1980). These authors state that 
if ions of energy above some hundreds of eV hit a solid particle, molecules are 
ejected from the target and captured in the planet's magnetosphere. Therefore 
the particle's diameter would vary and eventually would lead to a variation of 
/3 as is seen in Fig. 2. According to the initial diameter /3 may either increase 
or decrease. Both processes, PR drag and erosion, yield a systematic change 
of /3 and of tan t/J over timescales much larger than the planet's orbital period 
which is the characteristic time for short periodical evolution. Then, the 
solution we have presented remains instantaneously valid but the diagrams in 
Fig. 7 will evolve adiabatically. It can be shown that the free eccentricity 
remains unchanged during the process, while the forced eccentricity is always 
adjusted to the instantaneous value of tjJ or y. Thus the forced eccentricity will 
be affected by systematic changes, which in tum will modify the rate of 
collision and the space distribution of particles. 

When the PR drag alone is considered, the adiabatic change of the forced 
eccentricity is obtained from Eqs. (65)-(85) 

de forced = _I _ _£__ (.!i_) ! d (a/R) (103) 
dt 4vtpr Vu a dt 
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where da/dt is to be taken from Eq. (29). When the free eccentricity is small 
the forced eccentricity is representative of the mean eccentricity over inter
mediate timescales. Then Eq. (103) should replace Eq. (30) because of the 
PR drag on the eccentricity, and the orbital decay is accompanied by a grad
ual evolution of the orbit toward a circular one, as for heliocentric orbits. 
In the more general situation the disparition of the forced eccentricity 
leaves an elliptic orbit with eccentricity equal to the free eccentricity. 
When the PR drag and sputtering compete, each with its own direction of 
evolution, the situation is too complex to allow even general conclusions to 
be drawn. 

The Out-of-Plane Motion. So far, we have limited our discussion to a 
situation that pertains to planetary rings, by only considering the motions of 
dust particles that take place in the planet's equator. Without going further in 
the general discussion, it is worth mentioning a result valid for small perturba
tions with the Sun lying in the planet's equatorial plane. In such a case, the 
orbital inclination of a grain accomplishes small oscillations around its mean 
value, whose quantitative expression is given by 

. . + tan y 
l =to - 2-

e 
----- sin io cos (vt!cosy). 

(1-e")½ 
(104) 

As far as the amplitude of oscillation is concerned, this expression is in close 
agreement with the numerical integrations mentioned in Mignard (1982), even 
for values of tan y on the order of unity. The occurrence of small oscillations 
does fail when the orbital eccentricity evolves towards very large values. The 
orbital plane becomes unstable whatever the initial conditions, provided that 
e grows rapidly. 

D. Concluding Remarks 

The most important conclusion of this chapter is actually somewhat nega
tive: the implications of radiation forces in the dynamics of planetary rings are 
not far-reaching except for the E Ring and possibly for the diffuse matter 
which lies just outside the G Ring. But even in the case of the E Ring further 
investigations are needed to decide whether or not an orbital evolution con
trolled by radiation forces may produce the observed particle distribution. 

A positive result belongs to the general development of planetary sci
ence. The discovery of numerous small particles in rings has revitalized the 
interest in their dynamics. Finally, the motion of a dust particle affected by 
radiation pressure is on the verge of being understood and this should benefit 
greatly other branches of science as well. 
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COLLISIONAL INTERACTIONS AND PHYSICAL NATURE 
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Saturn's rings are composed of a myriad of individual particles. However, even 
in the post-Voyager era, no individual particle has yet been seen. Most treat
ments, therefore, consider the rings as a continuum, characterized by fluid-like 
properties such as viscosity. In this chapter, we concentrate on the properties 
of, and dynamical processes affecting, individual ring particles. Although the 
rings are inside the classical Roche limit, particles are generally gravitationally 
bound when they are located on the surfaces of larger ones. Furthermore, the 
net tidal stresses within ring particles are generally small. Thus, contrary to 
popular conception, particle collisions should produce accretion in Saturn's 
rings, especially in Ring A. The extremely rapid accretionary processes within 
the rings (time scales of days) are counterbalanced by tidal disruption of the 
larger accreted aggregates. We call these complex, evolving, house-sized ob
jects, in quasi-equilibrium between accretion and disruption, dynamic ephem
eral bodies (DEB' s). This equilibrium may explain why the observed mass of the 
ring system is predominantly in particles with radii of at least 3 to 5 m. How
ever, there are as yet no strong observational limitations against the existence 
of ring particles up to sizes exceeding a kilometer; indeed, it is not ruled out that 
most of the mass of the ring system could reside in such bodies. If large bodies 
exist, they might well be cohesive fragments from a satellite disruption that may 
account for the origin of the rings. On the other hand, accretionary processes 
acting on small primordial particles may be capable of growing some aggre
gates to dimensions of hundreds of meters or more, so the present size distribu
tion does not constrain models for origin. The usual treatment of ring particles 
as ice spheres is implausible because such particles would accrete into aggre
gates (DEB' s) or into regoliths surrounding cohesive cores. The coefficient of 
restitution is, there/ ore, probably very low, implying that the large particles 
containing most of the rings' mass are in a monolayer, although the small 
particles responsible for most of the rings' visible cross section form a layer 
many particles thick. Models of kinematic viscosity and interparticle erosive 
processes need to incorporate these properties. 

[ 367 ] 
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I. INTRODUCTION 

Since their discovery, Saturn's rings have appeared as a "system." 

While it has been recognized for more than a century that they must be 
composed of a myriad of particles, even in the post-Voyager era we have not 
yet seen a single ring particle. The Voyager pictures, of course, have revealed 
an almost overwhelmingly complex array of dynamical phenomena, the in
terpretation of which is well under way, as reflected in other chapters in this 
book. In the absence of direct information about what ring particles are like, 
idealized representations of them continue to be used, when necessary, for 
purposes of elucidating the dynamical behavior of the system as a whole and 
its resolvable elements (the ringlets, gaps, waves, spokes, etc.). 

This chapter's purpose is to focus on the particles themselves. Collective 
dynamical phenomena depend on the interactions of individual particles. 
Were such interactions simply gravitational, further knowledge of the ring 
particle properties would be of little relevance. But to the degree that interpar
ticle collisions are important, then the physical or even geological traits of 
these bodies must affect the observable behavior of the rings. 

Occasionally it has been suggested that somehow the orbits of ring parti
cles are phased so that there are practically no collisions among them. If such 
ideas were ever tenable, they seem less so now. Observations constrain the 
rings to be rather densely packed (-2% of the volume) with objects of a range 
of sizes from centimeters to many meters (see chapter by Cuzzi et al.). The 
forces of these bodies on one another, and of the planet and its satellites on the 
entire system, would seem to compel the particles to interact. While the 
behavior of the coorbital satellites demonstrates that particles on a collision 
course due to Keplerian shear need not necessarily collide, it is difficult to 
believe that within the crowded rings there exist avoidance trajectories that 
would prevent all collisions. The rings are not in static equilibrium. Even on a 
macroscopic scale, they have transient, rapidly evolving features that cannot 
all be explained by gravitational interactions. In the absence of convincing 
proof of a collisionless velocity pattern, we adopt the usual assumption that 
the rings are a collisionally interacting system. 

Collisions must be considered in order to understand the origin and evolu
tion of the rings. Studies of the rings as a dynamical system invoke parameters 
such as viscosity (see chapter by Stewart et al.), which actually reflect the 
integrated effects of all the individual collisions. Any scenario for the origin 
of the rings must consider a complex history of collisional phenomena, includ
ing impacts of comets and cometary meteoroids, impacts by satellite debris in 
Satumicentric orbit, and collisions among the ring particles themselves. Also, 
ring particles are eroded on a microscale by processes discussed in more detail 
in the chapter by Durisen. 

When two particles collide, the outcome depends on their physical na
ture. Their velocities are modified, depending on the coefficient ofrestitution. 
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If rebound velocities are sufficiently low, there is the possibility for accretion, 
even within the Roche limit, as we show in Sec. IV. Once particles accrete 
onto the surface of another or damage it, creating a regolith, the coefficient of 
restitution is much lower than on a solid block of the same material. Sub
sequent impacts into the regolith have outcomes different from impacts onto 
a bare surface (Hartmann 1978). Thus, impact experiments with smooth ice 
(see Stewart et al. 's chapter) can represent only a first step towards simulating 
ring processes. 

Collisions also affect the size distribution of the particles. Accretion 
causes the development of larger bodies at the expense of smaller ones. 
Disruptive collisions produce small bodies at the expense of larger ones. 
Hypervelocity impacts by the external cometary flux of micrometeoroids and 
occasional larger objects are sufficient to disrupt and erode ring particles. 
Even very low-velocity collisions among ring particles themselves are poten
tially capable of erosion. Such modification of the size distribution through 
solar system history depends on the impact flux and on the material properties 
of the particles. Borderies et al. (see their chapter) argue that micro-erosion by 
low-velocity collisions among icy ring bodies can erode the rings very rapidly 
on the time scale of planetary history. If ring particles are of inherently weaker 
material than ice (e.g., snow, or an accretionary aggregate of ice particles), 
then interparticle collisions might be thought to be even more effective at 
disrupting or eroding such bodies. On the other hand, such materials have 
good damping properties, which inhibit the ejection of debris. 

Despite the lack of direct observations of ring particles, it is important to 
understand what such objects are like. While it may be useful to adopt the 
physically simplest system (e.g., a single-sized swarm of ice spheres) for 
dynamical modeling, we must also attempt to evaluate the degree to which 
reality differs from the idealization. What are the ''geological'' properties of a 
ring particle? To what degree are chemical and mineralogical compositions 
the same everywhere in the ring system? Is there a component of silicate 
particles in addition to the predominant icy ones? What range of particle 
shapes exists? Are the particles smooth or angular? Are they homogeneous 
throughout their interiors? Are they spherically layered? Are they cracked or 
loosely bound aggregates? The answers to such questions are not generally 
known, but the physical outcome of each collision involving such bodies 
could depend strongly on the answers. In addition, the geological structure of 
a ring particle may not be invariant, but could change in response to the 
collisional process itself. 

In considering the physical properties of ring particles, we must remain 
conscious that particles of different sizes manifest themselves in different 
ways. For example, optical observations of the rings tend to be dominated by 
particles of centimeter scales and smaller, while radio and radar observations 
are most sensitive to larger particles extending to many meters in size. Many 
of the properties of the rings inferred from the Voyager mission pertain to 
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rather exceptional parts of the system. The radio occultation experiment 
(Marouf et al. 1983) yielded results on particle sizes, but in just a few loca
tions in the rings (not including the B Ring), selected by the correct combina
tion of geometry and of optical depth (neither too opaque nor too transparent). 
The photopolarimeter occultation experiment (Lane et al. 1982) yielded an 
upper limit to ring thickness, but just at the special locations at boundaries 
of the rare gaps. Estimates of ring thickness based on the opposition effect 
( ~ 10 m) are widely regarded as the most powerful (see chapter by Cuzzi 
et al.), but those calculations are based on the assumption of a single par
ticle size and clearly should be reconsidered in light of what we now 
know about size distributions. In fact, all observations to date, both 
Earth-based and from spacecraft, have been quite insensitive to any ring 
bodies with sizes of tens of meters to many kilometers; yet, such objects, 
if they exist, could contain a large fraction of the total mass of the system 
(see Sec. III), and their properties could have important effects on the evolu
tion of the more visible system of smaller particles. Throughout this chapter, 
we emphasize the wide range of possible particle properties that are con
sistent with the observed optical, radio, and structural properties of rings. 

A. Historical Perspective on Ring Particles 

Influenced by both observation and theory, our concept of the physical 
nature of Saturn ring particles has evolved with time. J. D. Cassini and others 
suggested that the rings are composed of a swarm of very small satellites, 
moving separately (see van Heiden 's chapter). The idea was not widely ac
cepted until Maxwell's proof in 1857. Only much later did specific concepts 
about the nature of the ring particles themselves evolve. The fact that the 
major rings are very bright, yet translucent, was recognized in the mid
twentieth century as implying that the rings must be of high albedo, with high 
backscattering efficiency. Kuiper (1952) interpreted his first infrared spectra 
suggesting an icy composition. During the 1950s and 1960s, Bobrov (1970) 
argued that the photometric properties of the rings require the particles to be 
centimeters to meters in scale with small-scale surface roughness. But there 
was little consensus on the composition, shapes, and sizes of ring particles 
until new types of data began to be acquired between 10 and 15 years ago. 

Although Bobrov considered power-law size distributions, most of the 
pre-mid-1970s literature dealt with attempts to determine the mean size of ring 
particles and whether the dispersion of sizes is narrow or broad. The so-called 
typical size has tended to grow with time as longer wavelengths have been 
used to probe the rings. Early interpretations of optical data considered the 
possible roles of particles with scales of tens of microns to a few centimeters 
(Pollack et al. 1973). Later radiometric measurements of thermal behavior of 
particles suggested predominant sizes of at least several cm (Morrison 1974; 
Froidevaux et al. 1981). Passive microwave data and radar observations dem
onstrated that there was appreciable cross section in the rings of decimeter- to 
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meter-scale particles. It became clear by the late 1970s (e.g., Greenberg et al. 
1977; Cuzzi and Pollack 1978) that there must be comparable cross-section 
contribution by particles spanning at least two orders of magnitude in size 
(i.e., a power law-like size distribution with an incremental diameter index of 
roughly -3; see Sec. III. C). Finally, the Voyager radio occultation experi
ment (Marouf et al. 1983; also see chapter by Cuzzi et al. and Sec. III. C 
below) demonstrated that there is appreciable fractional area in particles span
ning the range of cm to l O m, with the predominant mass in house-sized 
bodies with radii of 3 to 5 m. 

Two other related issues debated during the 1970s concerned, (a) the bulk 
composition and structure of the particles (ice/snow/silicate/metal), and (b) 
whether or not the ring particles are arrayed in a monolayer. For the sake of 
simplicity, models for icy compositions assumed quasi-spherical particles 
with the physical properties of solid ice (e.g., density p = 1). In the 1970s, 
most analyses of collisional mechanics were based on the moderately high 
coefficients of restitution, material strengths, and other parameters appropri
ate for the assumed small spheres of solid ice. Such particles were not readily 
thought of as being capable of accreting each other. Most considerations of 
collisional evolution focused on the highly idealized erosion that may occur 
at microscopic points of contact when two ice particles slowly bump into 
each other (Goldreich and Tremaine 1978; chapter by Borderies et al.). The 
distribution of fine particles created by such erosion, and by hypervelocity 
impact with the external cometary flux, was treated as a transient state 
between creation and removal from the system by Poynting-Robertson and 
other effects ( see Mignard 's chapter). 

A few articles in the pre-Voyager literature raised the possibility of irregu
lar shapes, or of a snow-like structure. One suggestion from Cuzzi (1978) was 
that the rings were composed of very low-density particles (,;;; 0.1 g cm-") 
having dimensions of many meters. Yet it awaited the Voyager radio occulta
tion experiment to highlight the importance of many-meter-sized particles and 
to suggest the possibility that the ring particles are significantly less dense 
than ice. This last suggestion (cf. Marouf et al. 1983) is based on a comparison 
of the volumes of particles inferred from the experiment with the surface 
density of the rings implied by the observed density waves. Marouf et al. also 
note the inconsistency between the occultation results and the earlier upper 
limit to particle radius of about 1 m based on 3-mm scattered radiation 
(Epstein et al. 1980). That limit was based on the absorption coefficient 
of solid ice; presumably, the observations can be accounted for in terms of 
larger but fluffier particles. 

The other issues debated in the 1970s concerned the question of a 
monolayer configuration for the ring particles. The concept of a monolayer 
was easy to understand when ring particles were thought to be all the same 
size. Early interpretation of photometric properties of the rings, especially 
the opposition effect, strongly implied a thickness of many particles, not 
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a monolayer. However, the dynamical model of Goldreich and Tremaine 
(1978), involving particles of uniform size, indicates that such particles must 
collapse to a monolayer unless they have a high (> 0.6) coefficient of restitu
tion. The implication was that ring particles must have rather smooth, hard 
surfaces (cf. chapters by Harris and by Borderies et al.). We now realize that 
there is a broad particle size distribution and that the photometric data chiefly 
reflect properties of the smallest particles. The larger particles, containing 
most of the mass, might well be arranged in a monolayer configuration 
(straddling the ring plane) while being immersed in a layer of much smaller 
particles, perhaps straying only a large-particle-diameter, or so, from the ring 
plane but clearly many times the thickness of the small particles themselves. 
Cuzzi et al. (1979) first suggested combining elements of both a monolayer 
and a many-particle-thick layer. We will show that Voyager-derived ring 
thickness and particle size distributions (Sec. III) are compatible with such a 
combined model, involving inelastic particles, and with dynamical and 
photometric constraints on ring thickness. 

B. Dynamic Ephemeral Bodies 

It is too early in the process of studying Voyager's treasure of new data to 
be confident of the nature of Saturn's ring particles. Until an individual 
particle has actually been seen, we must rely on indirect and/or incomplete 
evidence, supplemented by theoretical considerations. Nevertheless, in this 
chapter we introduce a new concept of what a Saturn ring particle may be like. 
Of course, the traditional picture of ring particles as small, icy spheres is too 
idealized, but we will demonstrate, in addition, that it is qualitatively wrong. 
As we shall show in this chapter, physically realistic ring particles must go 
through a process of very rapid evolution involving accretion as well as tidal 
disruption. Particles tend to gather together, forming larger bodies in very 
short order. But the continuing presence of small particles demonstrates that 
the larger bodies are only temporary agglomerations. We call these constantly 
evolving aggregate objects "dynamic ephemeral bodies," or DEB 's. 

Traditionally, the rings have been regarded as a destructive environment 
where tidal stresses and collisions have worked together to tear particles apart. 
In that context, the size distribution has been thought of as the result of 
erosion and disruption of large particles info ever smaller ones. However, as 
we show in Sec. II, tidal stresses are surprisingly ineffective at disrupting 
particles; even very weak objects can remain intact. Moreover, for plausible 
physical properties and relative velocities (discussed in Sec. III), accretion, 
not fragmentation or erosion, may be a dominant outcome of collisions. 

Such accretion is probably very rapid. Relative velocities among particles 
are -0.1 cm s-', and coefficients of restitution are plausibly very low for 
low-density, regolith-covered particles. Even if coefficients of restitution are 
as high as some tens of percent, an impact involving a meter-sized or larger 
body can result in accretion by gravitational binding. The particles are quite 
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densely packed in the rings. Particle-in-a-box calculations show, for a popula
tion like that proposed by Marouf et al. (1983; see also Cuzzi et al.'s chapter 
and Sec. III. C), that any given sub-3 m-size body hits and is accreted by 
a 3 to 5 m body in ~ 10 days. A given 3 m body would double in mass during 
that time as it accretes smaller bodies. In Sec. IV, we confirm these crude 
estimates with numerical simulation of collisional evolution using a model 
incorporating a wide range of collisional outcomes, and based on the best esti
mates of relevant physical properties and parameters, as reviewed in Sec. III. 

If such accretion represented the whole story, there would be no rings, or, 
at the very least, the small particles that provide most of the observable cross 
section would be eliminated by incorporation into larger bodies. Continued 
accretion would lead to substantial satellites rather than rings. However, we 
show in Sec. Il that tidal disruption is possible under certain circumstances, 
and our numerical simulations described in Sec. IV incorporate such disrup
tive processes. After rapid growth to beyond several meters, ring particles 
become increasingly prone to disruption. Thus, at any time, the house-sized 
bodies that dominate the system may be only a few days or weeks old and may 
be on the verge of fragmenting into their much smaller components. The 
larger bodies in this model are indeed.dynamic, and ephemeral. This picture 
contrasts sharply with the traditional view of a ring particle as a discrete object 
with a lifetime of perhaps billions of years. Still, the Voyager spacecraft have 
revealed unexpected dynamical structures on larger, observable scales, such 
as spokes, and kinks and braids in ringlets, which appear and disappear 
rapidly. Ephemeral ring particles are, in a sense, a conceptual extension of 
this behavior to smaller scales. 

The processes and concepts that we introduce here are potentially rele
vant to all planetary ring systems. We apply them principally to the rings of 
Saturn, but do discuss, to a limited extent, implications for Jupiter and 
Uranus. Specific physical information about the latter two systems is too 
meager to make direct inferences about the properties of their larger con
stituent particles. The concepts we develop here for the case of Saturn should 
be taken into account in considerations of the evolution of the other ring 
systems. 

II. DISRUPTIVE PROCESSES IN A TIDALLY 
DOMINATED ENVIRONMENT 

Why does Saturn have rings where it does, rather than discrete satellites? 
The answer that the rings are within the Roche limit is inadequate. The 
mechanism by which tidal forces disrupt large bodies, or prevent their accre
tion, is not clear. There is at least one significant natural body inside a Roche 
limit, Mars' inner satellite Phobos. Phobos is subjected to a tidal pull equal to 
that in the inner part of Saturn's B Ring. Then why are Saturn's rings not 
composed exclusively of Phobos-sized or larger bodies? As we shall see, the 
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much smaller size of Saturn ring particles limits their allowed density and 
implies that their material strength is extremely low. 

A. The Classical Roche Limit 

The only rigorously defined criterion for tidal disruption, the classical 
Roche limit, refers to the idealized problem of a synchronously rotating satel
lite without material strength (i.e., a liquid body). The idealized case offers 
useful insight into processes affecting real ring particles. But real ring parti
cles differ from this model in important respects. Being solid, even if loose 
aggregates, they possess some finite strength; they may also have non
synchronous rotation and various shapes. In this section, we review the mean
ing of the classical Roche limit, and then examine implications for tidal 
effects on the solid bodies in Saturn's rings. 

The figure of hydrostatic equilibrium of a self-gravitating satellite was 
determined by Roche (1847; cf. Chandrasekhar 1969). The satellite was as
sumed to be rotating synchronously, and distorted by tidal and centrifugal 
forces. At sufficiently large distance, the equilibrium shape is a triaxial ellip
soid with the longest axis oriented toward the planet. Roche showed that no 
closed equipotential surface exists at orbital radii a less than the critical value 
given by 

a ( PP ) ¼ R=2.456 P (l) 

(see Table I for the definition of all symbols). Alternatively, for any given 
orbital radius, one can define a critical "Roche density" for a satellite, below 
which no equilibrium figure exists. If ring particles had the density of Mimas 
(p = 1.44 g cm-•), the entire A Ring would be outside the Roche limit. 

Within the Roche limit, a satellite cannot attain hydrostatic equilibrium 
(i.e., there is no shape for which the local surface gravity, including tidal and 
centrifugal forces, is everywhere perpendicular to the surface). Part of its 
surface is at lower potential than other parts. If the satellite cannot support a 
local slope, some of its mass must flow "downhill." A liquid body would 
become ever more elongated in the direction toward and away from the 
planet, eventually coming apart in some manner. 

This result is often misinterpreted. The Roche limit is not the distance at 
which the planet's tidal force exceeds the satellite's gravitational attraction. It 
can be shown that the local surface gravity of the critical Roche ellipsoid (the 
limiting equilibrium figure) is nonzero and directed inward at all points of its 
surface. The same is true for a range of nonhydrostatic ellipsoids that are even 
more elongated and/or closer to the planet (Dobrovolskis and Burns 1980; 
Davis et al. 1981). Nor does the net binding energy, including tidal and 
centrifugal potentials, approach zero at the Roche limit; it is actually = 85% 
that of an equivalent spherical body in free space. 
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TABLE I 

Definition of Symbols Used in This Chapter 

a orbital radius 
d particle diameter 
g surface gravity 
G gravitational constant 
H ring thickness 
k coefficient of restitution 
m particle mass 
P particle spin period 
PO orbital period 
q incremental diameter index 
Q inverse tidal dissipation 

parameter 
r particle radius 

R mean radius of Saturn 
T tidal and rotational stresses 
v mean random velocity 
Ve escape velocity 
v1 impact velocity 
v oo approach speed of two particles 
µ, particle modulus of rigidity 
p particle density 
PP planet density 
w particle spin rate 
We spin rate for centrifugal 

force = surface gravity 
D orbital frequency 

How, then, is a satellite disrupted within the Roche limit? If the ellipsoid 
is elongated further along the direction of the orbital radius vector, the in
crease in the tidal potential exceeds the work done against its self-attraction. 
That is, the tidal field performs the additional work needed to pull the satellite 
apart. Equivalently, the satellite is unstable with respect to a fundamental 
mode of oscillation (Chandrasekhar 1969). This instability depends on the 
variation of gravitational and tidal potentials with gross shape. A fluid body 
would come apart, but a solid body would not unless its entire mass were 
mobilized (e.g., by a large impact). Tidal disruption at the classical Roche 
limit involves neither stripping of material from a satellite's surface nor its 
fracture by tensile stresses. (Such failure modes may occur, but much closer 
to the planet.) 

B. Attraction Between Ring Particles 

Because ring particles inside the classical Roche limit may have net 
inward surface gravity, they can accrete material in collisions and can retain 
regolith. The net attraction between two particles depends on several factors, 
including their shapes, relative sizes, and spin rates. It also depends on their 
orientation; it is minimized when their centers are aligned in the direction 
toward the planet so that the tidal gravity gradient opposes their mutual 
attraction. Considering only spherical particles in contact and so aligned, we 
can find the value at which their net attraction vanishes, for a few simple 
cases. 

For two bodies of equal size and density with synchronous rotation (i.e., 
with their line of centers always pointing to the planet), the net attraction is 
zero at 
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a (PP)½ R =2.29 -;; , 

well inside the Roche limit. If they are not rotating, the condition is 

a 

R 

377 

(2) 

(3) 

even further inside the Roche limit. A small particle resting on the surface of a 
large one in synchronous rotation feels no net attraction at 

a (PP)½ R = I.44 -;; . (4) 

If the large particle is not rotating, the critical distance is 

(5) 

Faster spins result in zero net attraction at larger distances. Equations (1-5) 
define critical densities for the various cases at any distance (Fig. 1 ). 

Inside the limits given by Eqs. (4) and (5), different parts of a ring 
particle's surface can have inwardly and outwardly directed surface gravity. 
Those regions with outward gravity cannot retain regolith. Such material 
might fall off the surface and escape, or simply migrate to other parts of the 
ring particle where gravity is inward. By definition, any solid body within the 
classical Roche limit has regions with local surface slopes relative to the 
potential field. These slopes can be quite steep, even where gravity has a net 
inward component (reaching 90° at the transition between inward and outward 
gravity). Noncohesive granular materials, having no tensile strength but able 
to bear shear stresses due to friction and self-compaction, are characterized by 
an angle of repose. Regolith of this nature on a ring particle could be highly 
mobile. For nonsynchronous rotation, the magnitude and direction of the local 
slope vary as the particle rotates, inducing material failure whenever and 
wherever the angle of repose is exceeded. Even on otherwise competent ring 
particles, regolith may migrate on the time scale of the rotation period. 

C. Tidal Stresses and Disruption of Solid Bodies 

What level of tidal stress can a body with finite strength withstand? The 
state of stress in a ring particle depends on its size, shape, density, and 
rotation rate. Aggarwal and Oberbeck (1974) analyzed the cases of nonrotat
ing and synchronously rotating elastic spherical bodies. For our purposes, it is 
adequate to state that the maximum tensile and shear stresses due to tidal pull 
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Fig. I. Critical density of ring particles vs. distance from Saturn for phenomena discussed in 
the text. The curves correspond to the equations with the same numbers. They are (I) the 
classical Roche limit for a fluid body; and the condition for net attraction to vanish for; (2) 
equal spheres in synchronous rotation; (3) equal spheres, nonrotating; (4) a small particle on 
a large synchronously rotating sphere; and (5) a small particle on a large, nonrotating sphere. 

are -pfl2 r 2
• Rotation induces additional stresses -po/ r 2

• Rotational stresses 
dominate if a particle's spi.n period is shorter than its orbital period; otherwise, 
tidal stresses are more important. However, there is a qualitative difference 
for nonsynchronous particles; rotational stress at any point is relatively con
stant, while the tidal stress varies as the particle rotates. Tidal stresses on 
typical ring particles are small in any case; for r = 10 m, they are - 10-' dyne 
cm - 2 • If particles have their accretional growth limited by some form of tidal 
disruption at such sizes, then they must be extraordinarily weak compared 
with ordinary geological cohesive materials, which sustain stresses of order 
10• -10" dyne cm - 2 • 

Figures at lower right on the following pages show the effect of introducing a large (2.5 km 
diameter) perturbing body within a ringlet at the distance of the F Ring. Arrows show 
positions and velocities of the small particles relative to the large body (circle at center). 
The view is downward from above the ring plane; Saturn is in the direction of the bottom of 
the page. Dimensions are in km; the entire series covers one orbital period in 18 time steps. 
For details, seep. 4IO. Figures appear in reverse order, so that flipping the pages produces 
an animated display. 
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Note that stresses are proportional to p. This seems paradoxical, in that 
density greater than the Roche density would allow the existence of a stress
free configuration of specific shape (a Roche ellipsoid). Nevertheless, objects 
of nonequilibrium shape and in nonsynchronous rotation generally must resist 
stresses proportional top in order to maintain their shapes. Shape can have an 
important effect on the peak stress level. For example, consider Phobos, 
which is an ellipsoidal object in synchronous rotation, with the longest axis 
pointing toward Mars. Dobrovolskis (1982) found stress levels in Phobos about 
one order of magnitude less than those given by Aggarwal and Oberbeck 's 
formulae for a synchronously rotating sphere of equal size. However, if 
Phobos were not in synchronous rotation, stresses within it would vary with 
time, reaching much higher peak values. In the remainder of this discussion of 
tidal disruption mechanisms, we treat particles as roughly spherical, with the 
caveat that other shapes could be important. 

Maximum tensile stress is developed across the plane central to the body 
and normal to the orbital radius vector. The particle's self-gravity tends to 
place the center under compression, so the peak tensile stress generally occurs 
at the surface. Hence, onset of tensile fracture at the surface does not necessar
ily result in disruption; the tidal pull must overcome self-compression for the 
fracture to propagate to the center. Consider a spherical ring particle split 
along a plane through its center. One can calculate directly the gravitational 
attraction between the two halves, and the tidal and centrifugal forces tending 
to separate them. The condition for zero net force between the two hemi
spheres is precisely the same as Eqs. (4) and (5) for synchronous and nonrotat
ing bodies, respectively. These limits are very nearly the same as those for 
which fracture would propagate to the center of the body in the limit of zero 
strength for Aggarwal and Oberbeck's more elaborate analysis. This result 
suggests that a solid body under tidal stress may not break up into halves or 
into a few large pieces unless it is well within the limits of Eqs. (4) and (5). 
For example, this mode of failure could occur only for p =S0.5 g cm-a in the 
inner B Ring or for p =SO. l g cm-" in the outer A Ring. 

At higher densities, there may be a failure mode involving accumulation 
of tensional cracks over much of the surface, particularly if the body rotates to 
expose most of its area to the maximum stress. Eventually this would produce 
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a weakened surface layer, exposed to significant local slope, which might 
give way in an "avalanche." If the mobilized material contains a significant 
fraction of the body's total mass, such failure would change its overall gravita
tional potential. In effect, the tidal field can do work on the body, as in the 
case of the classical instability of a liquid satellite. The end result might be 
disruption into many small particles, possibly leaving a residual core of un
fractured material. A similar scenario may prevail for a competent body that 
gains mass by accretion. It may periodically build up a massive regolith, then 
lose it by such an avalanche process. 

D. Spontaneous Escape From Ring Particles 

Particle dynamics can be quite unusual in a tidally-modified environ
ment. Particle motion near a satellite orbiting close to a planet has been 
studied by Greenberg et al. (1977), Dobrovolskis and Bums (1980), and Davis 
et al. (1981), who showed that impact speed, the effective surface gravity, and 
escape velocity could be greatly modified due to tidal and rotational effects. 
These effects could thus modify the rapid accretion that we envision among 
ring particles. Accretion may not be permanent in such an environment. 

Consider an infinitesimal particle m 1 which is just touching the surface of 
a larger rotating ring particle m 2 • The motion of m 1 relative tom, is governed 
by the gravitational attraction of m,, and by the tidal and centrifugal accelera
tion. For the geometry shown in Fig. 2, where the obliquity of the spin axis is 
taken to be zero for simplicity, the net acceleration of m I is 

( Pv ) I a )-3 6.a ( PP ) ( a ) __, 
g = I - 2 p \ R --;--- p R 

w (6) 

where g is normalized to the nonrotating, free space gravity of m, and 
g 2 = 2Tr Gpv d,/3. The characteristic frequency w,. = V 4Tr Gp/3 is the spin 
rate at which centrifugal force would equal the gravitational attraction at 
the large body's equator. For nonsynchronously rotating particles, the net 
acceleration on m1 varies due to the varying tidal acceleration (i.e., 6.a 
varies as the ring particle rotates). The minimum value of g, at the sub- and 
anti-Saturn points (6.a = ±r), is 

(7) 

For a given ring particle density and distance from Saturn, gmin vanishes for 
a spin period 

(8) 

Ring particles spinning faster than P,. will have regions about the sub- and 
anti-Saturn points where the net force is outward from the ring particle. 
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a 

Fig. 2. Geometry for forces acting on a small ring particle m, located on the surface of a large 
paniclem,. 

A particle such as m1 would therefore lift off the surface and follow a bal
listic trajectory. 

We have numerically explored in three dimensions the motion of small 
particles that spontaneously leak off the surface of larger spherical Saturn ring 
particles rotating with arbitrary periods. Figure 3a depicts the trajectory of a 
particle which lifts off at the sub-Saturn point and reimpacts the surface of the 
larger body. Figure 3b shows a particle leaking off the surface and escaping 
from the larger particle. We refer to both types of behavior in Fig. 3 as 
spontaneous leakage; the latter type (Fig. 3b), which would tend to limit the 
accretionary growth of ring particles, we term spontaneous escape. 

What then are the conditions required for a particle m 1 initially at rest on 
the surface of a larger particle m 2 to leak spontaneously away and escape? 
Consider the case where m 1 has finite size and mass. The effective surface 
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SATURN u 

u 
Fig. 3. Two types of trajectories followed by small particles that spontaneously leak off the 

surface of large, rotating ring particles with p = 0.5 g cm_, at a/R = I. 75. Motion is seen in 
a rotating coordinate system in which the direction to Saturn is fixed. Top: spontaneous 
leakage with immediate reimpact. P = 6.0 hr. Bottom: spontaneous leakage with escape, 
P = 5.95 hr. 

gravity must have an outward component for the particle to lift off the surface. 
At the sub- and anti-Saturn points where the effective radial binding force is 
at a minimum, the net acceleration between the two (assumed spherical) 
particles is 

g 
1 + (d/d,)1 

1 + (d/d2 )
2 

(9) 

where both particles have density p, and g is normalized as in Eqs. (6) and 
(7). Note that for d 1 = 0, Eq. (9) reduces to Eq. (7). Figure 1 shows the 
relations involving density, rotation period, and distance from Saturn that 
yield zero effective gravity over some portion of a ring particle's surface. 
However, as shown in Fig. 3, outward surface gravity does not guarantee 
escape; some trajectories immediately return to other places on the surface. 
We have numerically mapped the conditions for spontaneous escape from 
spherical ring particles; Fig. 4 shows the relationships among particle density, 
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I.I 

g = 0 sufficient for escape 
1.0 2.0 

.9 A·~ 
Pase \ p 1.5 

~ 
~c p=0.5 

~ 
.8 p=I.O ~ ~ 

\ hr . \ ~ 0 bS . sync onous rotation Pr uces g= at su - aturn point-
1.0 

\. Pc ____/"' 
.7 ,..---- ' '<,~ P=O.~ 

p = 1.0 ............ ...... ..._ 
.5 ...... _ --

.6 - ----------
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1.0 1.25 1.50 1.75 2.0 2.25 

a IR 

Fig. 4. Solid curves show rotation period Pe,c required to first produce escape, normalized 
to Pc, the period at which g = 0 at the sub-Saturn point. Dashed curves show P,. for 
p = 0.5 g cm-" (P,. = 4.2 hr) and p = 1.0 g cm-" (P,. = 3.3 hr), normalized to orbit 

period P 0 • P., ranges from 5. 5 hr at a/R = 1.25 to 13.2 hr at a/R = 2.25. 

distance from Saturn, and rotation period where spontaneous escape first 
occurs for zero obliquity. We expect qualitatively similar results for escape 
trajectories in three dimensions, with arbitrary orientation of the spin axis. We 
have assumed zero initial velocity. Collisions with a nonzero coefficient of 
restitution would give the small particle a finite radial velocity, tending to 
make escape easier. Actual trajectory integrations for such cases show that the 

16 

10 r---+----+--+----+----+--+-----+----+--+----

r .- ....-

-10 ~----+----+--+----+----+--+---+----+--+---_j 
-25 -20 -15 -10 -5 IS 20 25 



384 S. J. WEIDENSCHILLING ET AL. 

small particle may perform a series of bounces before either coming to rest or 
escaping. Larger ring particles may thus be surrounded by swarms of small 
ones in temporary associations. 

The effectiveness of the leakage mechanism depends on location in the 
rings, particle densities, and rotation rates. Leakage is favored in the inner 
parts of the rings. The farther out in the rings, the more rapidly particles must 
rotate in order for leakage to be effective. Figure 4 shows that particles with 
p = 0.5 g cm--" must rotate with periods less than 2 to 3 hr in the A Ring in 
order to have surface materials leak away. Apparently, evolution of the 
size distribution of ring particles depends on their rotation, which in turn is 
governed by collisions. In the next section, we discuss the rotational state 
as well as what is known about other traits of ring particles-their physical 
properties and relative velocities-relevant to their physical evolution. 

III. PHYSICAL STATE OF RING PARTICLES 

In this section, we discuss the constraints on the physical properties of the 
ring particles: their composition, physical state, and sizes. Other chapters in 
this book (especially that by Cuzzi et al.) treat these topics in greater detail. 
Here we are chiefly concerned with establishing basic parameters for numeri
cal modeling of particle interactions. We emphasize the ranges of uncertainty 
associated with these parameters, and we elaborate on some possibilities that 
have tended to be ignored in the literature. We also summarize data pertinent 
to the question of relative velocities among particles and consider the re
sponses of ring particles to potentially erosive collisions. Finally, we treat 
processes affecting the spin of a ring particle. 

A. Chemical/Mineralogical Composition 

The surfaces of Saturn's ring particles are predominantly composed of 
water ice (Pilcher et al. 1970), as revealed by diagnostic absorption features in 
the infrared reflection spectrum of the rings from 1 to 3 µ,m (Kuiper et al. 
1970). The physical form of the ice, and the degree to which it is mixed with 
other materials (e.g., other ices or silicates) is only poorly known. Hydrated 
clathrates of methane or ammonia have reflection spectra indistinguishable 
from pure water frost throughout accessible wavelengths (Smythe 1975). 
Lebofsky et al. (1970) have pointed out that the coloration of the rings at 
visible wavelengths is inconsistent with pure water frost, but radiation damage 
to the crystal lattice or minor contaminants (e.g., silicates) could easily ac
count for the coloration since ice is a very transparent material. The depth of 
the water absorption bands and the high inferred albedo for the ring particles 
demonstrate the predominance of the water ice; any surficial contamination of 
the ice must be slight. 

In principle, there could be an intermixed population of low-albedo parti
cles, provided they did not contaminate the ice particles. Microwave observa-
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tions demonstrate, however, that the bulk material in the rings must be nearly 
lossless (like water ice) which rules out the presence of other types of materi
als contributing more than a few tens of percent of the cross section (Cuzzi et 
al. 1980). There is no constraint on composition for large particles, which 
might contain a substantial amount of mass but negligible cross section (see 
Sec. IILC below). Large particles with icy surfaces could have embedded 
cores of some different composition. While there is no observational require
ment for particles to be anything other than slightly contaminated ices, the 
array of colorations observed in the rings-some with rather sharp boundaries 
(Smith et al. 1982)-advises us to keep an open mind about additional 
constitutents. 

B. Physical Properties 

There are observational constraints on the physical properties of the ring 
particles. The depths of the water-ice absorption bands are sensitive to particle 
size. Corrected for temperature effects, the band depths imply that the 
constituent ice particles have characteristic dimensions of tens of microns 
(Pollack et al. 1973), certainly indicative of the surface texture of larger 
particles, not a measure of particle size itself. Spacecraft polarimetry 
indicates rough, irregular, pulverized surfaces on icy ring particles (Esposito, 
et al. 1984; chapter by Cuzzi et al.). Telescopic observations of photometric 
phase effects, polarization, and infared eclipse radiometry also indicate that 
the surfaces of ring particles are more like snow or frost than solid ice in that 
they are rough and porous, at least on sub-centimeter scales. 

The bulk density and internal structure of particles cannot be measured 
directly, but must be inferred from comparisons of ring cross section (optical 
depth) at various wavelengths, deduced size distributions, and independent 
estimates of ring surface density (or total mass). By combining independent 
estimates of ring surface density with particle sizes derived from Voyager 
radio occultation data, Marouf et al. (1983) estimate the bulk density of ring 
particles to be about ½ to 1/3 that of solid ice. This estimate applies chiefly to 
the larger particles of 3 to 5 m radius and is probably uncertain by at least 
a factor of 2. 
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There is no definitive information concerning the shapes of individual 
ring particles or the configurations of clumps of particles. The Voyager radio 
occultation experiment (Tyler et al. 1983) does rule out very elongated parti
cles. The constraints on physical properties of ring particles suggest to us that 
a typical ring particle is an irregularly shaped aggregation of snow or ice. 
Still, the observational data alone do not compel us to reject the traditional 
model of a spherical ball of ice, so long as it has a frosty surface (perhaps 
damaged by radiation or impact erosion). 

C. Size Distribution 

Most constraints on the size distribution of Saturn ring particles are 
satisfied fairly well by a power law for incremental number of radius r, 

(10) 

above some sizer min, where A and q are constants, with q somewhere in the 
range of 3.2 to 4.0. Greenberg et al. (1977) proposed a power law with q = 
3. 3 at all sizes larger than about a centimeter, based in part on expected q for a 
collisionally evolved system, but also consistent with available observations. 
Henon (1981) proposed a much steeper power law (q = 4.2), arguing that a 
shallower slope would give a large number of particles bigger than 1 km 
inconsistent with the apparent thickness ~ 1 km. Some treatments of the 
problem over the past few years (Cuzzi et al. 1979; Goldreich and Tremaine 
1982) have taken q to be exactly 3, in which case the observational evidence 
that most of the cross section in the rings is in particles of centimeter and 
meter scale would require that there be an upper bound r max ( ~ 1 m) to the size 
range satisfied by the power law. Although such an upper bound of very 
roughly 30 cm was published by Epstein et al. (1980) based on microwave 
data, it is now known that the mass of the rings is dominated by particles at 
least an order of magnitude larger in radius (i.e., 10• times greater in mass; 
Marouf et al. 1983). Voyager data show that the size distribution has a more 
complex functional form than given by Eq. (10), and varies with location in 
the rings (Marouf et al. 1983). Still, the general trend is a power law, which 
can be approximated by a few power-law segments, modified by one or 
more humps. 

Let us consider some critical properties of power laws with q in the range 
of 3 to 4 or more. First, if q > 4, then the bulk of the mass of the system 
resides in particles with sizes not much larger than r min• On the other hand, for 
q < 4, the mass is dominated by the larger particles. However, most remote
sensing observations of the rings are insensitive to larger particles if q > 3 
because the cross section is then dominated by smaller particles of sizes near 
rmin· This means that there is a range of possible values, 3< q < 4, in which 
the mass of the system could be dominated by large particles that contribute 
little to the cross section. So long as such particles are not so large as to be 
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seen as distinct individual moonlets (which have not yet been detected in the 
rings), then there could be a consistent size distribution in which most of the 
mass of the ring system is, in a sense, invisible. 

Even for Henon 's very steep power law, in which the bulk of the mass of 
the system is in small particles, the large ones in his distribution can be very 
important to a complete understanding of the rings. There are sufficient large 
particles in such a distribution that their edge-on projected area could be 
entirely responsible for the -1 km thickness of the ring system observed 
(although with large uncertainties) from the ground. Indeed, such a distribu
tion would include thousands of ring particles with radii of -1 km, yet such 
bodies would contribute <0.1 % of the mass of the total ring system and an 
infinitesimal fraction of the cross section. The largest particle in Henon 's size 
distribution has a radius of about 15 km, which itself may be within the 
bounds permitted by observation. 

Let us consider further the observational constraints on the size distribu
tion set by Voyager, including limits on the size of the very largest particles. 
Marouf et al. (1983) present size distributions derived from radio occultation 
data in four parts of the ring system, selected because they were relatively 
wide, homogeneous zones with moderate radio opacities. These regions were 
two parts of the C Ring, the outer Cassini Division, and a region near the 
center of the A Ring, spanning about one third of its width. The rest of the A 
Ring and the entire B Ring were too opaque to yield usable data. 

Particle sizes were found by two different methods in distinct size ranges. 
In the range -1 cm to 1 m, the differential extinction at wavelengths 3.6 and 
13 cm was fitted to an assumed power law to derive the index q. The distribu
tion in the range - 1 m to 15 m was derived by inversion of a model for 
forward scattering of the transmitted signal. A summary of the results is 
shown in Fig. 5 (for more details, see Marouf et al. [1983] and chapter by 
Cuzzi et al.). There are subtle differences in size distributions among the 
various regions, but they share some common characteristics. The most strik
ing is the steepening of the distributions at sizes larger than a few meters. 
Since q < 4 for the smaller particles, most of the ring mass in the observable 
size range lies in bodies with radii of about 3 to 5 m. There may be a tendency 
for the effective size at the mass peak to increase with distance from Saturn. 
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Fig. 5. Size distributions of Saturn ring particles measured by the Voyager 1 radio science 
experiment. The four locations include two parts of the C Ring, the outer Cassini Division, 
and inner A Ring (adapted from Marouf et al. 1983). 

The inferred value of q for the sub-meter particles ranges from about 3.5 to < 
3. The differential extinction in the measured part of the A Ring was too small 
to do more than set an upper limit, but it is highly improbable that small 
particles are absent there. While the q variation appears to be monotonic in 
orbital radius for these selected regions, the amount of differential extinction 
increases again in the outer A Ring (Tyler et al. 1983). 

There are several explanations for why the separately derived sub-and 
supra-meter size distributions do not join smoothly. (The details of the derived 
distributions are model-dependent.) The smaller particles may deviate from a 
true power law. Also, the q derived for them depends on the assumed refrac
tive index; the q is smaller if the particles are porous, rather than solid ice. The 
scattering solution for the supra-meter size distribution depends on the as
sumed vertical structure of the rings. Marouf et al. assumed that such particles 
were in a many-particle-thick layer. Since the vertical distribution of the large 
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particles may be more nearly a monolayer (ring thickness only a few times the 
largest particles' radii) (see Secs. V and VI), their absolute numbers could be 
several times smaller than the plotted curves. Recent calculations by Marouf 
and co-workers (personal communication) confirm that adoption of a 
monolayer model for the larger bodies does eliminate the discontinuity be
tween the sub- and supra-meter size distributions. The refinement to their 
model reduces the prominence of the hump near 5 m, but the hump remains 
in the sense that most of the mass of the distribution resides in bodies of 
that size. 

The radio occultation data, considered along with other data pertinent to 
ring particle size, present a picture intermediate between the simple power
law model introduced at the beginning of this section and a bimodal model 
with predominant particles of sizes near a few centimeters and again near a 
few meters. The size distribution apparently does not match the simple 
power-law form (q = 2.8 to 4.0) attributed by Hartmann (1969) to a variety of 
processes of rock fragmentation. However, the power law with superimposed 
bumps is qualitatively similar to the size distribution of the asteroids, which 
are certainly a collisionally evolving system (Zellner 1979). 

Marouf et al. (1983) describe the steeper portion of their inferred size 
distributions (5 m < r < 10 m) as an upper size cutoff. However, their 
analysis implies the existence of a "skirt" to the distribution at the largest 
sizes, which suggests the presence of a significant number of ring particles 
with dimensions at least as large as 15 m. The angular resolution of the 
sampling of the diffracted radiation makes their technique relatively insensi
tive to still larger particles. Thus, while their data appear to rule out a continu
ation of the curves in Fig. 5 to much greater sizes with a constant value of q < 
4 (Cuzzi et al. 's chapter), they cannot rule out the presence of a hump in the 
distribution at sizes ~ 1 km sufficient to dominate the mass of the system, 
provided the intermediate sizes (10 m to 1 km) are depleted relative to a pure 
power law. It is also important to bear in mind that size distributions have not 
been measured in the optically thick regions, including the entire B Ring. 
Hence, we must rely on indirect evidence or modeling to determine whether 
very large particles exist or not. 

An upper limit to the sizes of moonlets embedded in the rings comes from 
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the failure to detect any such objects in the Voyager pictures. Several gaps 
have been carefully searched for embedded objects (Smith et al. 1982), but 
none have been found, giving an upper limit in those gaps ~ 10 km, depend
ing on assumed albedo. Particles up to many tens of km in size could well 
have been missed in examination of the pictures if they were located within 
the brighter rings. Of course, such bodies might produce observable indirect 
effects, like gaps. Esposito et al. ( 1983) state that km-sized bodies "would 
clear gaps at least as large as their diameter." Therefore, constraints on the 
existence of large particles could be set by the photopolarimeter and ultra
violet spectrometer stellar occultation profiles, which did not reveal gaps 
that could be interpreted as the wakes of km-sized bodies. However, the large 
number of unexplained ring phenomena (chapter by Cuzzi et al.) suggest that 
such arguments against large bodies are not rigorous. The theory for gap 
formation is not yet adequate to specify the effects of numerous large bodies 
in the system. For example, the thousands of I-km-scale bodies in Henon's 
size distribution, whose integrated diameters span the ring system, could well 
stir up smaller particles sufficiently to close any gaps that might tend to form, 
without exceeding observational limits on the thickness of the rings. 

Other possible effects of large particles on the ring system would include 
perturbing the observed density waves, but unless the mass of a particle 
approached the integrated mass in a density ripple, it would be unlikely to 
generate anything other than small, local effects. The fact that Holberg et al. 
(1982) report that some of the density waves are not "clean" could suggest 
the existence of massive particles. 

Is it possible that the majority of the mass in the ring system could reside 
in particles > 100 m? It is commonly assumed that it does not, and values of 
several times 1022 g, based on surface densities derived from several density 
waves, are widely cited as the known value for the mass of the system. 
Actually, the most stringent direct upper limit on the mass of the rings is 1024 

g, from the Pioneer 11 trajectory (Null et al. 1981). Depending on the degree 
to which the Voyager radio occultation experiment is sensitive to very large 
particles, it is easily possible that many times 1022 g exist in bodies with 
dimensions of tens of meters to kilometers. Such large particles could serve as 
reservoirs for replenishing ring material by periodic catastrophic disruption by 
hypervelocity impacts by objects from outside the Saturn system, much as 
Jupiter's inner satellites may be sources of its ring material (see chapter by 
Bums et al.). 

For our modeling purposes, we adopt a size distribution similar to those 
of Marouf et al. (Fig. 5) as typical of the rings. The salient features are 
dominance (by mass) of particles in the size range of a few meters, and power 
law with 3 < q < 4 for particles in the sub-meter range. It is important to bear 
in mind that this model is based on data that are representative of only a few 
special places in the rings and sensitive to only a limited size range, as 
discussed above. 
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D. Relative Velocities 

There are no direct measurements of ring particle velocities, but several 
indirect methods yield fairly consistent estimates. The thickness of the rings 
yields an estimate of the out-of-plane (random) velocity v - fl H. 
Groundbased observations at edge-on appearances set an upper limit - 1 km 
for H, implying an upper limit to v of several cm s-1

• Burns et al. (1979) 
recognized that much of the apparent thickness could be due to warping of the 
ring plane. The Voyager 2 stellar occulation placed an upper limit on total 
thickness < 200 mat the edges of gaps (Lane et al. 1982), implying v OS 1 cm 
s -I, if edges have typical thickness. 

Another estimate is available from analysis of the bending wave excited 
at the 5:3 resonance with Mimas in the A Ring (see chapter by Shu). For 
kinematic viscosity 260 cm2 s-1 inferred from the decay of this wave, Shu 
deduces v - 0.4 cm s-1

• This value may be higher than at most locations in 
the rings because of the energy input by numerous resonances in the A Ring. 

As discussed above, the Voyager radio science data suggest that most of 
the ring mass may be in bodies of 3-5 m radius. Gravitational scattering theory 
(Safronov 1972) predicts that the maximum relative velocities should be of the 
order of the escape velocity of these dominant bodies. If their densities are 
that of ice, this approach implies v -0.1 cm s-•, which we take as the typical 
velocity. However, the classical scattering theory, based on 2-body encoun
ters, may not be strictly applicable to the ring environment where many-body 
encounters are frequent (see chapter by Stewart et al.). Also, low relative 
velocities do not necessarily rule out the presence of much larger (km-sized) 
bodies in the rings. Their contribution to gravitational stirring is diminished, if 
they are not part of a continuous power-law size distribution (Levin 1978; 
Greenberg et al. 1978). 

There is no direct evidence that v varies with particle size. Strict equi
partition of kinetic energy, such that v a: m -i, can probably be ruled out. If 
bodies a few meters in size have v - 0 .1 cm s -I, equipartition would imply 
v - 500 cm s-1 for centimeter-sized particles, producing a ring thickness 
-100 km. Even a modest amount of inelasticity in collisions is sufficient 
to prevent equipartition (Cuzzi et al. 1979). 
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E. Microerosion by Interparticle Collisions 

Goldreich and Tremaine (1978) proposed that ring particles are eroded by 
mutual low-velocity collisions. Although these ideas have been elaborated 
upon in the chapter by Borderies et al., the essential argument is simple. If 
two ice particles collide even at extremely low velocities (""= 10_. cm s-'), 
there will be localized stresses at the point of contact that exceed the strength 
of the ice. The eroded volumes are taken to be roughly equivalent to the 
volume of ice in which stresses exceed the critical value. Although relative 
velocities of ring particles are low by ordinary standards, they are much larger 
than the limiting velocities discussed by Goldreich and Tremaine, so in their 
model, erosion could proceed rapidly, given the frequent interactions of ring 
particles. The problem has been to understand why the ring particles have not 
eroded long ago into microscopic ice dust and disappeared. With the recent 
discovery (Marouf et al. 1983) that the dominant mass of the rings is in objects 
larger than previously thought, the net relative velocities must be even larger, 
so the problem is exacerbated. 

However, this idealized model of erosion is not relevant, especially for 
very low relative velocities, for the following reasons. Even if fracture occurs, 
one must understand what happens to the fractured material. At the micro
scopic point of contact, the essentially planar surface of the impacting particle 
presses against the target particle and inhibits release of ejecta. It seems likely 
that intermolecular forces would combine with the external pressure of the 
impacting particle's surface to weld any fractured bits back together. Even if 
they were not welded, it is difficult to see why such ice-dust should vacate the 
parent particle. Sharp edges and projections might well be eroded, but after 
angularities are rounded off, it seems unlikely that significant erosion could 
continue. 

Once a dusty regolith is formed on the particle by damage to the surface, 
subsequent impacts would not be into solid ice, but rather into the regolith. 
The material properties of ice would no longer be relevant to the interaction 
(Hartmann 1983 ). Any solid ice core that remains within a ring particle would 
be buffered from further erosion by the regolith. Being mobile, the regolith 
would tend to react to low-velocity impacts by redistributing itself, but the 
underlying core would be protected from further comminution. Thus, the 
erosion of the competent part of the ring particle is self-limiting. As we have 
discussed already, observational data indicate that the surfaces of ring parti
cles are more like frost or snow than solid ice. While it is not clear how such 
materials might erode, calculations based on collisional behavior of solid ice 
seem inappropriate. 

F. Impacts by External Flux 

So far we have discussed the effects of low-velocity collisions among 
ring particles. Durisen (see his chapter) treats collisions between ring particles 
and an external flux, which involve high speed (tens of km s-') impacts that 
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occur very infrequently and produce very different outcomes (e. g., cratering 
and catastrophic disruption) compared with mutual collisions among ring 
particles. The degree to which particle surfaces are regolith-covered is of 
major importance in determining the long-term evolution and collisional mix
ing in the rings due to bombardment by the external flux. Durisen argues that 
regolith should build up due to cratering and shattering by the external flux. 
However, given the greater frequency of collisions among ring particles, and 
the tidal dynamical effects we have discussed, the degree of regolith buildup 
on ring particles will be controlled by these rapid processes rather than by 
long-term bombardment by the external flux. 

The external flux may be important, however, in fragmenting large 
ring particles and generating smaller particles. The much lower interparticle 
collision speed in the rings precludes cratering or disruption of cohesive 
ring particles, so only impacts with the external flux could break up larger 
cohesive ice (or silicate) bodies into multitudes of smaller ones (see Harris' 
chapter). We will return to these possibilities in Sec. V. 

G. Rotation of Ring Particles 

The spin state of ring particles is not known from observations. Their 
thermal radiation has been variously interpreted as implying rapid or slow 
rotation; such results are model-dependent (Esposito et al. 1984). The 
azimuthal brightness asymmetry of the A Ring could be explained either 
by synchronous rotation of particles or by collective gravitational effects 
resulting in asymmetric particle configurations (Colombo et al. 1976). 

Pollack (1975) calculated the rate of tidal despinning and concluded that 
bodies > 1 km in size would not be despun over the age of the solar system. He 
assumed the ring particles had rigidity µ, = 3 x 1011 dyne cm - 2 , characteristic 
of solid rock, and an inverse dissipation function Q of 7 x 10•, which is 
appropriate to Saturn itself (Goldreich and Soter 1966). For solid ice, more 
plausible values are µ, = 4 x 10'0 dyne cm-2 and Q - 100 (Cassen et al. 
1982). The latter values imply more rapid despinning. In 4.5 x 10• yr, 
particles down to a few tens of meters would be despun in the A Ring and 
down to a few meters in the C Ring. (Larger bodies, if they exist, would be 
despun more rapidly, in -10• to 10' yr for a kilometer-sized body.) Grain 
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aggregates would have even lower µ, and Q than solid ice; Q could be ex
tremely low due to migration of regolith during rotation. Nevertheless, most 
ring particles must be spun up by collisions which occur at intervals much 
shorter than the tidal despinning times. Only large objects in gaps between 
ringlets (possibly the cause of such gaps by gravitational torques) are likely to 
rotate synchronously. 

The spin state of a typical ring particle is determined by collisions with 
other particles. Both its rate of spin and the orientation of its axis vary 
randomly with time; this lack of preferred orientation supports treatment of 
ring particles as roughly spherical. The mean spin rate w depends on a parti
cle's size, the mass distribution of those it encounters, and the relative veloc
ity. It also depends on the extent to which collisions are elastic. Highly elastic 
collisions would lead to equipartition of rotational and translational kinetic 
energies, with w a: r-i (Colombo et al. 1976). However, as we discussed 
earlier, equipartition of translational energy and a high coefficieilt of restitu
tion are ruled out, so rotational equipartition is unlikely. 

For a system of equal-sized particles undergoing collisions due to Kep
lerian shear, where the collisions are inelastic but do not result in accretion, 
a simple dimensional argument implies w ~ 0. The situation is more com
plex for the case with accretion occurring with a power-law size distribution: 

_ 5(4-q) [ 3(1 +v2/v/ ]½ 
W - 6 7 -q We (11) 

based on Harris (1979), where q <4. The derivation of Eq. (11) assumes the 
colliding particles follow 2-body trajectories, with gravitational focusing. 
This expression cannot be strictly correct inside the Roche limit, where all 
approach trajectories are strongly perturbed by the primary. However, 3-body 
trajectory integrations by Greenberg et al. (1977) and Wetherill and Cox 
(1983) show that impact rates and velocities are adequately represented by 
2-body approximation over a wide range of conditions. We retain the form 
of Harris' equation with gravitational focusing, while recognizing that the 
numerical coefficient is uncertain. 

As a numerical example, take reasonable values p = 0.2 g cm-3 , 

q = 3.4, and relative velocity v = 0.1 cm s-'. For r <300 cm (ve <v), 
Eq. (11) gives w a: r-' and spin periods P(hr) =0.05r (cm). The larger parti
cles (r ~ 3 m) have periods ~ 15 hr. These values are sensitive to the assumed 
value of q; spins would be about twice as fast for q = 2.8. The strong 
q dependence is due to an assumption that the ''target'' is much larger than 
the accreted bodies that formed it. Near any lower size cutoff in the distribu
tion, particles would have w ~ vlr, regardless of q; the smallest particles 
(r = 1 cm) have spin periods~ 1 min. 

For sizes larger than a few meters, the effective value of q is greater than 
4 (cf. Fig. 5), so Eq. (11) is not valid. In that case, most of the mass and 
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angular momentum delivered to a large body is due to the meter-sized parti
cles that dominate the mass distribution at sizes smaller than the large body. 
Let the dominant bodies each have characteristic mass m, ~ 107 g, and let 
m,, r, and Ve be the mass, radius, and escape velocity of the large body. 
As ve >v, a typical impact velocity is ~ve, and the mean amount of 
angular momentum delivered by a single impact ism, Ver/2. It can be shown 
that for a series of randomly oriented impacts, the expected rotation rate is 

m ½ v. ( 2m ) ! ~i 
W ~ (-') _e = --' We ex: r , 

m2 r m2 

(12) 

so larger bodies rotate slowly. For r ;c:30 m, P ;c: 100 hr. This rotation is 
much slower than synchronous. The direction of Saturn's tidal pull, relative 
to a fixed point on the particle's surface would vary at about the orbital 
frequency. 

Note, however, that for any bodies much larger than the thickness of the 
rings ( ~ 30 m), impacts on them may not be entirely random, but have a 
systematic component of angular momentum. Suppose that the mean specific 
angular momentum delivered is a v e r. The value of the parameter a must be 
evaluated numerically by integrating over the range of possible approach 
orbits resulting in impacts. The work of Guili (1968a, b) suggests that the 
range of orbits contributes nearly equal positive and negative amounts of 
angular momentum, so that a << 1 (cf. Harris 1977). Integrating over the 
accreted mass yields 

3 
w=--aw 2V2 C 

(13) 

thus, w tends to a constant value. Since a is presumably small, such large ring 
particles would probably be slow rotators. Most impacts would be near the 
ring plane, so the obliquity of such particles would be small. 
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IV. PRESENT COLLISIONAL BEHAVIOR 

We now discuss collisional behavior of ring particles in more detail by 
integrating the separate processes by means of numerical simulations. We 
begin with a simple numerical model of collisional outcomes involving small 
ice spheres to demonstrate that even this classical model of the rings results in 
very rapid accretion in the absence of tidal effects, which we have shown to be 
qualitatively negligible (Sec. II). We then augment our numerical simulation 
of ring particle interactions by incorporating parametrizations for ring particle 
rotation and for the tidal effects into subsequent numerical runs. Thus, we 
develop a reasonably complete and self-consistent picture of the present colli
sional behavior of Saturn ring particles. 

We can learn several things using numerical simulations that cannot be 
inferred from the previous discussion of the basic processes alone. Our simu
lations not only provide a convenient method for calculating the cumulative 
effects of several simultaneous processes-collisions, accretion, tidal disrup
tion, etc.-acting on particles of various size, but most importantly they 
enable us to trace the evolution of various hypothetical initial populations. 
The observed size distribution of the ring particles provides a real constraint 
which any model for ring particle evolution must satisfy. We use numerical 
simulations to test whether the physical processes that we believe are impor
tant in the ring system yield the observed size distribution as an equilibrium 
state. We also explore the range of other initial population distributions that 
can evolve into the present distribution. 

A. Accretion 

Earlier (Sec. I), we discussed reasons for believing that collisions must 
occur frequently in Saturn's rings, and we described a particle-in-a-box model 
showing that, in the dynamical environment of the ring system, accretion is a 
rapid ongoing process with bodies meters in size typically doubling in mass on 
time scales of several days. In this section, we give results from a numerical 
simulation, developed originally to study planetesimal growth (Greenberg et 
al. 1978) and asteroid collisional evolution (Davis et al. 1979). 

Briefly, the numerical model simulates the collisional evolution of an 
arbitrary size distribution of bodies moving on orbits having small to moderate 
eccentricities and inclinations. A series of up to 30 diameter bins is used to 
represent the population, and each bin has a set of eccentricites and inclina
tions associated with it. The program computes the changes in the size and 
orbit distributions during a time step, considering collisions between all com
bination~ of diameter bins as well as changes in orbits due to gravitational 
stirring. The outcome of a collision (catastrophic disruption, cratering, inelas
tic rebound) between two bodies depends on collisional energy and on the 
inherent strengths and sizes of the colliding bodies. For Saturn ring simula
tions, where the typical impact speed is < 1 cm s-', inelastic rebound is the 
usual outcome of a collision between two particles. In this case, the coeffi-
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TABLE II 

Material Constants and Physical Parameters 

Solid Particles Assemblages 
Ice Snow Ice Snow 

Density, p (g cm-") 0.9 0.2 0.45 0.1 

Impact strength, ( ergs cm -') 3 X 10' 10" 0.01-10 0.01-10 

Tensile strength, (dynes cm-') 3 X 10' 103 0.01-10 0.01-10 

Coefficient of restitution, k 0-.25-0.5 0.1 0.01 0.01 

cient of restitution is the most important parameter for calculating whether the 
rebound leads to accretion or escape. The inputs to the simulation consist of 
the initial size and orbit distributions along with a set of physical and colli
sional parameters necessary to model collisional outcomes and orbital 
changes. During a run, the parameters are held constant, while the size and 
orbit distributions evolve with time. 

In our models, we adopt bulk densities ranging from O .1 to O. 9 g cm -a 

and other physical properties characteristic of solid ice, snow, and their 
aggregates (assemblages with lumps of ice or snowballs as building blocks). 
The parameters listed in Table II represent our choice of values for numerical 
simulations of collisional evolution in the rings. The properties of very cold 
ices and snows responding to very low speed impacts have not been com
prehensively measured in the laboratory. There are practical limitations; for 
example, a gravitationally-bound aggregate cannot even be formed on the 
surface of the Earth for experimental study. Impact strength is defined as the 
energy density in a collision that yields a largest fragment with half the mass 
of the target. While its dimensions are formally the same as for tensile 
strength, the two parameters are conceptually distinct (cf. Greenberg et al. 
1978). In the absence of relevant experimental data, we assume them to be 
numerically equal. For the relative velocities and tidal forces in Saturn's 
rings, disruption is due to tidal stresses rather than impact energy. 
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Our first simulation is for a power-law input distribution of ice particles 
and does not include tidal effects. (Subsequent numerical experiments will 
incorporate changes to simulate the tidally perturbed environment of Saturn.) 
At approach speeds v oo ~ 0. 1 cm s _,, collisions between ice particles result in 
inelastic rebound. The rebound outcome (i.e., whether the particles escape or 
eventually accrete) depends largely on the size of the largest body and on the 
coefficient of restitution k. A 3-m diameter ice body has a 2-body escape 
speed (ve) of about 0.1 cm s-' which, when combined with the approach speed, 
gives an impact speed (v;) of ~0.14 cm s-•, since V; = (v! + v,/)½. In this 
case, inelastic rebound with k "i?- 0. 7 leads to escape, while k :E 0. 7 results in 
capture and accretion. Ice particles larger than ~ 3 m have an impact speed 
nearly the same as their escape speed, so that almost any coefficient of 
restitution less than unity will yield accretion. Particles smaller than 3 m have 
their impact speeds increasingly dominated by v oo, and a smaller value of k is 
necessary to inhibit escape and yield accretion. For any given coefficient of 
restitution and ring particle density, there is a characteristic size above which, 
on average, collisions result in accretion and below which they result in 
inelastic rebound and escape. Gravitational stirring and resonances prevent 
collisional damping from further decreasing the mean approach speed; 
otherwise, v oo would drop, leading to accretion at all sizes. 

We choose k = 0.25 as a reasonable value for impact of irregular ice 
spheres at low speeds. With this choice, bodies larger than ~0.7 m accrete 
smaller particles, while collisions involving smaller target particles result in 
rebound and escape. As ring particles accrete a regolith, a coefficient of 
restitution <<0.25 would become appropriate. Instead, we have kept the 
value fixed at 0.25 in this simulation, so our result conservatively underesti
mates the degree of accretion. 

In this numerical simulation, accretion occurs rapidly, and after only 12 
days the size distribution has changed dramatically (see Fig. 6). The largest 
bodies grow from the input value of 10 m up to 100 m and were still growing 
when the run was terminated. This simulation confirms our earlier conclusion 
(Sec. I) that rapid accretion would occur in the ring, given the range of 
collisional outcomes described by Greenberg et al. (1978). 

B. Synthesis of Collisional Behavior 

Next, we consider how to incorporate the tidal disaggregation mecha
nisms discussed in Sec. II (tidal disruption and spontaneous escape) and the 
effects of rotation discussed in Sec. III.G into our numerical simulation of 
ring particle size evolution. Tidal plus rotational stresses are calculated using 

T = pr 2 (fl2 + w2 ) (14) 

(see Sec. 11.B). Tidal stresses dominate over rotational stresses unless the 
rotation period is shorter than the orbit period. When the total stress exceeds 
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Fig. 6. Numerical simulation of accretion of ice particles in the A Ring without tidal disrup
tion. Solid line is input distribution; dashed line is the distribution after 12 days. 

the strength of the body, disruption occurs. Eq. (14) can be inverted to solve 
for the diameter at which the tidal stresses alone (w = 0) would be sufficient 
to disrupt bodies having the physical properties described in Sec. III. Table 
III(a) gives the largest body size that can withstand the tidal stresses occur
ring at two locations in the rings for the physical parameters adopted for the 
four types of ring particles considered. The large difference in limiting size 
between solid particles and assemblages arises from the much lower strength 
used for the assemblages, which are stripped apart at considerably smaller 
sizes than the relatively high-strength, solid bodies. 

B 
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TABLE III 
FOUR MATERIAL TYPES IN SATURN'S RINGS 

Ice Snow 
Solid Ice Solid Snow Assemblages Assemblages 

Location (a/R) 
( a) Maximum Diameter Before Tidal Disruption 

1.38 = mid-C Ring 45 km 5.5 km• 12-120 m 
2.10 = mid-A Ring 85 km 10 km 22-220m 

(b) Mean Rotation Period (hr) 
Particle diameter (m) 

1 1.1 2.4 1.6 
10 11 24 16 

100 350 740 500 

(c)Pc(hr) 
Location (a/R) 

1.38 = mid-C Ring 5.5 X 00 

2. 10 = mid-A Ring 3.1 12 5 

( d) Size Range Within Which Accretion Occurs 

Mid-CRing 
Mid-A Ring 

0.5 m-45 km 
0.3 m-85 km 

None* 
5 m-10 km 

None* 
2.5m-200m 

25-250 m 
46-460m 

3.4 
34 

1000 

X 

00 

None* 
None* 

*Due to spontaneous escape of surface particles, accretion does not occur at any size. 

The numerical simulation employs the following relations for mean rota
tion rate as a function of particle size (based on the discussion in Sec. III.G): 

w = 0.16 
Vp 

d 
ifd < lQ3 cm (15a) 

5.2Vp 
w = d312 if 103 <d < 10• cm (15b) 

w = 5.2 x 10-• Vp ifd > IO'cm (15c) 

Table IIl(b) shows the rotation period for several size particles of different 
types. Since the mean rotation period exceeds the orbit period (which varies 
between 6 hr and 13 hr from the C Ring to the A Ring) for sizes larger than 
~ 15 cm, we see that tidal stresses are the dominant mechanism for disruption; 
rotational stresses contribute little at the sizes at which disruption occurs. 

In addition to the previously described algorithms for tidal and dynamical 
processes in the ring system, we need an algorithm for the size distribution of 
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fragments of a tidally disrupted assemblage. In the absence of any information 
on the likely outcome of tidal disruption, we adopt several models spanning a 
range of possible outcomes: 

Model (1) places all the mass into a few large fragments. 
Model (2) assumes that all the disrupted mass goes into a shower 

of small particles having a power-law distribution with arbitrary 
indexq. 

Model (3) is a combination of the first two; most of the disrupted mass 
goes into a number of intermediate-sized bodies with the rest 
going into a small-size power-law distribution. 

Spontaneous escape is accounted for by parameterizing the numerical 
results of Sec. II (Fig. 4) as 

(16) 

where Pc is the rotation period sufficient to produce spontaneous escape near 
the sub-Saturn point. <Pc = oo would indicate that the tidal acceleration alone 
is sufficient to strip small particles from the surfaces of nonrotating larger 
ones.) Table IIl(c) lists Pc for our adopted set of material parameters at two 
locations in the rings. Since our model for particle spins has bodies rotating 
more slowly the bigger they are, the limiting periods of Table III(c) provide 
a lower bound on the size at which accretion occurs. For example, an ice 
assemblage in the A Ring of size less than - 3 m could not accrete due to 
spontaneous escape; above this size accretion would occur until inhibited by 
tidal disruption. 

This scenario implicitly assumes that the particle density is independent 
of size for any given type of material. Alternatively, one might envision a 
hierarchical accretion process, in which basic constituent particles form 
aggregate bodies, which in turn form aggregates of aggregates, and so on, and 
that each generation would have a larger fraction of void space and lower 
density than the preceding one. In that case, spontaneous leakage would be 
more effective for larger bodies, despite their low rotation rates. However, we 
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consider it unlikely that the constituent building blocks would retain their 
individuality much beyond the first generation; that is, ice aggregates would 
be less dense than solid ice, but probably would be fairly uniform in p among 
themselves. Hence, for our numerical simulations we assume constant den
sity, independent of size, for each type of aggregate. 

Bounds on the particle size at which accretion can occur may now be 
found by combining the limits due to different physical mechanisms. Table 
IIl(d) summarizes these bounds for the different types of ring particles. In the 
C Ring accretion occurs only for solid ice parameters; however, unless there 
were some annealing mechanism operating to maintain the effective prop
erties of solid ice, such accretion would lead to formation of a lower-density 
assemblage, which would terminate the process due to spontaneous escape. 
Collisional damping could provide such an annealing mechanism, but it prob
ably would not be effective on the short time scales of disruptive leakage. 
Thus, ring particle growth is not easy in the C Ring, which may explain its 
tenuous appearance if some process preferentially removes small particles. 

In the A Ring, accretion occurs over a limited size range for all particle 
types except snow assemblages for which tidal leakage is still effective due to 
their very low density. The table shows that solid ice bodies would grow to 
sizes of 85 km, if (but only if) the strength of the accreted body were the same 
as that of its constituent pieces, which seems implausible. In this ring, aggre
gate bodies up to kilometers in size would accrete from smaller ice bodies, 
suggesting that low-density ice assemblages may well compose the large 
bodies in this part of the rings. Snow particles would accrete to form larger 
bodies unless the density of the aggregate bodies was <0.15 g cm-3

, in which 
case accretion would be stopped due to spontaneous escape, which would be 
effective even in the A Ring for the very low-density snow assemblages. 

C. Numerical Simulations 

Next we describe results of our numerical simulation program as mod
ified to include tidal and rotational effects. We adopt as the nominal value for 
the tidal gravity gradient that for the middle of the A Ring. The objective is to 
find conditions that lead to the principal features of the measured size distribu
tions, i.e., most of the mass in particles a few meters in size with a steep drop 
or cutoff toward larger sizes, and a power-law distribution with 3 ~q ~4 at 
sub-meter sizes (see Fig. 7). Understanding of more subtle features of the 
measured distributions, and their differences at various locations in the rings, 
will require a future generation of observations and modeling. 

We first explored numerically the question of stability of the observed 
ring population. If we start with a size distribution like the observed one, does 
the evolution algorithm preserve with size distribution? The adopted nominal 
size distribution (Fig. 7) with ice-assemblage physical parameters was sub
jected to the three disruption-size models described in Sec. IV.B. We find 
that Model 1 (for a few large fragments) does not maintain the observed 
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Fig. 7. Numerical investigation of the stability of the A Ring particle population. Physical 
parameters are for ice assemblage, with strength chosen so tidal disruption occurs at 20 m 
diameter. Solid line is nominal input size distribution; dashed line is the distribution 
after O. 5 yr. 

population. Instead, the entire mass of the ring becomes concentrated in a 
narrow size range just below the size at which tidal disruption occurs; this 
spike results because the large particles are accreting smaller ones, while there 
is no source for resupplying the smaller sizes. For Model 2 (power law of 
small particles), the input population evolves to a new power law over the 
entire size range rather than a spike at the large diameter end. The index of the 
resulting power law is approximately that adopted for the fragments in each 
tidal disruption. 
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The size distribution does seem to be stable in the case of Model 3. Figure 
7 compares the starting size distribution and population that evolves from it. 
This simulation spanned 0.5 yr in model time, much longer than the charac
teristic lifetime of any individual particle. The similarity between the initial 
population and the final one in this case suggests that the size distribution is 
in equilibrium. In this case, the steep falloff in population between 10 and 
20 m is maintained by the high efficiency of tidal disruption at these larger 
sizes. Remember, for Model 3 the disruption process yields a swarm of 
intermediate-sized particles that produce a hump at sizes of a few meters, as 
well as many small particles that populate the power-law distribution in the 
centimeter to meter range. The intermediate and large particles accrete each 
other and also sweep up small particles, leading to the formation of more 
10- to 20-meter-sized bodies, which are then tidally disrupted, thereby re
populating the smaller sizes. The overall population remains stable, but no 
individual body exists for more than a few days. 

We next investigate the possibility that a radically different initial size 
distribution might evolve to the observed ring population using the same 
physical model that gave an equilibrium population. We find that an initial 
population with most of its mass in meter-sized bodies evolves to a distribu
tion somewhat similar in overall shape to the observed population, but yields 
an excessive fraction of mass at the large-size end at the expense of the 
number of bodies in the small- and intermediate-size ranges. Further work is 
needed to explore the full range of initial populations and physical parameters 
that could lead to the observed ring particle size distribution. 

In all the numerical experiments discussed above, encounter speeds 
were held fixed at O .1 cm s _, at all sizes. Other runs with relative velocities 
allowed to evolve along with sizes (see Greenberg et al. 1978) showed similar 
size evolution, but a strong tendency for random velocity to decrease with 
increasing particle size. This tendency is plausible, and has been suggested by 
Cuzzi et al. (1979; see also chapter by Cuzzi et al.). However, our simulations 
may not model random velocity evolution ideally for two reasons. First, our 
velocity stirring· algorithm neglects resonances as a source of energy. Second, 
and perhaps more fundamental, the stirring algorithm is based on conversion 
of systematic Keplerian shear to random motions by gravitational encounters 
(which dominate in the planetesimal and asteroid cases for which the al
gorithm was originally developed), rather than due to collisions (which domi
nate in the rings). Nevertheless, the indication is that random velocities are 
less (certainly not greater), for bigger particles than small ones. Even a size
independent velocity of 0.1 cm s-' implies out-of-plane excursions of only 
~ 5 m, comparable to the size of the larger ring particles. Hence, the rings 
are essentially a monolayer, imbedded within a very low-mass component 
of small particles that make the rings look many particles thick. 

Our numerical simulations are also not completely self-consistent in that 
they use an assumed distribution of spin rates to compute the particle size 
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evolution. Actually, the spin rate and size distribution are coupled by a feed
back mechanism. If the mean rotation rate is too low, small particles are 
accreted more efficiently, decreasing their numbers and lowering q. This 
raises the mean spin rate, releasing more small particles and tending to brake 
rotation. The system of particles will tend to reach an equilibrium value of q. 
Close to the planet, the greater tidal pull would allow regolith to escape more 
easily, allowing lower w and larger q. This is consistent with the radio occulta
tion results, which suggest a trend of shallower size distributions farther from 
Saturn. However, the situation is not simple; the relative number of small 
particles increases again in the outer A Ring, perhaps because of higher 
velocities due to the numerous resonances in that region. 

In summary, our numerical simulations support the concept of Saturn's 
ring particles as short-lived dynamic ephemeral bodies (DEB 's) in an ensem
ble steady state between accretion and tidal disruption. In order to construct 
models that match the observed size distribution, we must assume that tidal 
disruption of individual bodies yields a distribution of fragment sizes similar 
to the observed one. Unfortunately, we are unable to investigate such tidal 
breakup experimentally in terrestrial laboratories. The simulation shown in 
Fig. 7 assumes that tidal disruption occurs at a diameter 20 m, corresponding 
to a very low strength -10-• dynes cm-•. Another run assumed higher 
strength, which allowed kilometer-sized aggregates to form, and still assumed 
disruption primarily into bodies a few meters in size. That simulation yielded 
too many accreting intermediate-sized bodies (tens to hundreds of meters) to 
be compatible with the radio occultation data. While this result argues against 
the idea of a substantial number of large aggregate bodies in the rings, our 
models are still too primitive to draw a definite conclusion. Ultimately, in situ 
observations by spacecraft will be required. 

V. IMPLICATIONS 

The preceding discussion leads to the following picture of the present 
collisional behavior of the rings. Small particles of ice or snow are spun up by 
mutual collisions; due to their rapid rotation, accretion cannot occur, and any 
particles that find themselves touching spontaneously escape. There are also 
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bodies would be tidally disrupted (Jeffreys 1947; Greenberg et al. 1977); they 
might then have been collisionally comminuted to the point that the largest 
cohesive fragments are somewhat or even considerably smaller (for example, 
1 km). In any case, such cohesive fragments would serve as excellent "accre
tion nuclei'' for the smaller particles. The processes we have described would 
then result in buildup of a deep regolith mantle on such a nucleus. When the 
mantle grows to sufficient depth (similar in scale to the sizes we have previ
ously computed for tidal disruption of aggregates), the surface layers are 
tidally stripped, perhaps by avalanche processes operating as the large body's 
slow spin changes its orientation with respect to Saturn. Even in this case of 
fragmental origin, the sizes and shapes of the largest bodies are continually 
evolving. 

Independent of the underlying size distribution of original cohesive mate
rial, the processes of accretion that we have described earlier would proceed, 
yielding aggregates with dimensions of several meters and larger. As a result, 
we doubt that the measured size distribution of Saturn's ring particles can be 
diagnostic of the mode of origin. Instead, the current size distribution should 
chiefly manifest the currently operating processes, retaining little signature of 
the origin of the particles. When we understand the processes better, more 
stringent limits might be placed on the form and size limits of the resulting 
distribution, in which case one could search for the signature of an underlying 
primordial distribution. 

As we have noted, very large particles could be so widely distributed that 
they would not affect dynamical features (e.g., density waves) characterizing 
the continuous system of smaller particles. If a reservoir of such large bodies 
is necessary to explain the longevity of the rings (especially in view of the 
particles' higher relative velocities than previously expected, due to the preva
lence of many-meter particles discovered by the radio occultation experi
ment), then the fragmental origin of the rings may be preferred. This is 
because the processes we have discussed would tend to yield a preferred 
characteristic size for aggregate particles at any radial distance in the ring. It 
is natural to identify this preferred size with the observed humps at a few 
meters radius. Indeed, there is a tendency in the data toward larger sizes at 
greater distances from Saturn, consistent with our model. Then it would be 
unlikely that aggregates much larger than the preferred size would contain 
enough large particles to dominate the mass of the system. A more likely 
origin for any large particles would be by fragmentation. 

If the observed color variations within the rings are truly due to differ
ences in composition (Smith et al. 1982; Cuzzi et al. 's chapter) rather than 
a particle-size effect, then mass reservoirs in the system are strongly implied. 
A primordial system of small particles, behaving in the ways we have de
scribed, could hardly establish narrow zones of compositional heterogeniety 
and maintain them throughout the age of the solar system. Even the dynam
ical confinement processes discussed in the chapter by Stewart et al. would 
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be inadequate to prevent redistribution due to external impacts over the 
aeons. Much more likely, compositional differences represent relatively 
recent disruptions of large particles that had survived from the original frag
mentation event. 

If Saturn's rings are, indeed, the result of the fragmentation of a satellite, 
then ring particles today consist of a mixture of DEB 's that are aggregates of 
smaller bodies and other DEB 's with aggregate mantles surrounding cohesive 
cores. In addition, there is the ubiquitous population of centimeter-scale build
ing blocks of the DEB 's which constitute the chief component of observable 
cross-sectional area of the rings. There are no bare fragments. If the rings are 
primordial, the particles consist only of aggregate DEB 's and their building 
blocks. 

B. The F Ring and Shepherd Satellites 

Because tidal effects decrease with distance from a planet, at sufficient 
distance they can no longer prevent accretion of discrete satellites. Saturn's 
system does not make a smooth transition; beyond the two innermost satellites 
is the F Ring, with another satellite just outside it. This coexistence is puz
zling. If the satellites accreted in situ, why does the F Ring not form another 
satellite? Conversely, if spontaneous escape and tidal disruption prevent 
accretion of the F Ring, how did these shepherd satellites form? The satellites 
must then be competent bodies-chunks of ice, or at least with substantial 
solid cores beneath accreted regoliths. Such bodies could be a natural conse
quence of the scenario for origin of the rings by breakup of a parent body (cf. 
chapter by Harris). A few fragments, orbiting at the outer edge of the ring 
produced in this manner, would be driven outward by tidal/viscous torques, 
and protected from collisional grinding. (Similar bodies at the inner edge 
would be driven inward, facing ever-increasing tidal stresses and probable 
disruption.) These boundary satellites remain subject to external bombard
ment. The existing bodies might be fragments of one or more precursors that 
were disrupted, possibly rather recently in solar system history. The F Ring 
could be debris from that event. 

Harris (personal communication) has suggested that the inner satellites 
could have accreted as viscous spreading of the ring system brought its outer 
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meter-scale bodies in the rings, and they rotate more slowly, perm1ttmg 
smaller particles to accrete onto them, forming thick regoliths. These large 
accretion nuclei may be remnant solid fragments from primordial times or 
they may be nothing but aggregates. The accretion of small particles onto 
larger ones is inhibited in the C Ring because ice aggregates are not suffi
ciently dense to resist the stronger tidal effects. But farther from the planet, 
continued accretion of small particles yields increasingly larger bodies, up to 
several meters in size and possibly approaching kilometer dimensions in some 
instances. Such aggregate bodies cannot accrete without limit, however. Tidal 
stresses increase with size; tidal disruption eventually limits their further 
growth. The precise mode of tidal disruption is not easy to characterize. 
Perhaps avalanches of loose material from the mantle of a body slough off in 
response to its slowly changing orientation with respect to Saturn's tides as it 
rotates. Our numerical simulations suggest that most of the larger house-sized 
objects fragment preferentially into relatively large (several meter) chunks plus 
a power-law-like tail of small particles, predominantly of centimeter scale. 
Relatively little mass is distributed in fragments with dimensions of tens of 
centimeters, nor are such sized particles readily produced by accretion be
cause of spontaneous escape. These processes vary quantitatively from place 
to place in the rings, but the overall qualitative picture is the same. There is a 
steady-state ensemble of aggregate DEB's (dynamic ephemeral bodies) con
tinually forming and disintegrating. Also, there is a significant population of 
centimeter-scale constituents shuffling from aggregate to aggregate. The 
largest bodies are arrayed in a mono layer, while the smaller constituents are 
perturbed into out-of-plane trajectories that correspond to a many-particle
thick layer. This multi-layer of small particles is only a few times thicker (tens 
of meters) than the monolayer of larger particles. For pictures that contrast the 
inferred close-up appearance of Saturn's rings as described here with the more 
traditional model of hard, smooth ice balls, see Color Plates 7 and 8. 

A. Origin and Evolution of Saturn's Rings 

How does this picture relate to scenarios for origin and evolution of the 
rings? Two classes of theories have been advanced (chapter by Harris). One 
class of theory for origin envisions the rings to be a primordial remnant of 
small particles that never grew into satellites. The size distribution implied by 
the primordial-origin model is not easy to specify. If the original constituent 
particles were all roughly centimeter-sized, the processes we have described 
in this chapter would tend to inhibit such particles from accreting, if the 
dynamical environment was similar to what exists in the present-day ring 
system. But relative velocities were likely lower in a primordial system of 
smaller particles, making collisional spinup less effective at preventing accre
tion, and allowing large bodies to grow. Also, instabilities could develop in 
such a primordial ring, resulting in gravitational clumping with direct for
mation of larger components (a process not represented in our models; 
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see chapter by Shu) in which case subsequent evolution could occur by the 
processes we have described. 

An important conclusion, therefore, is that there is nothing inconsistent 
between the observed size distribution in the rings and a primordial origin 
model, contrary to statements like that by Marouf et al. (1983) that a primor
dial origin model would result in the absence of large particles in the rings. 
The details of the tidal disruption mechanisms we have discussed are too 
poorly understood to establish a limiting size to which bodies may accrete (see 
Table III). Such a limit could be as large as hundreds of meters to kilometers, 
especially in the outer parts of the ring system. While ring measurements have 
been interpreted as implying there is a cutoff in large-size particles, as we 
showed in Sec. III, there is no firm observational limit against bodies of 
hundreds of meters to possibly even IO km sizes. 

Another class of theory for origin has the rings produced by the breakup 
of a large, cohesive satellite, either by tidal breakup within the Roche zone or, 
more likely in our view, by collisional disruption due to impact with other 
bodies in either heliocentric or Satumicentric orbit. Subsequent collisions with 
the cometary flux, or perhaps mutual collisions (although there is some ques
tion about the effectiveness of the latter process: cf. Harris 1976; Greenberg et 
al. 1977), serve to break up the bodies into a fragmental size distribution. This 
fragmental model for the origin of the rings is perhaps the more interesting of 
the two classes of theories for origin. First, one would expect a roughly 
power-law-like size distribution of small particles, representing the multigen
erational fragmental debris from larger bodies. By small we mean down to 
centimeter scales, below which small particles may be removed from the ring 
system by radiation forces (see chapter by Mignard). In addition, unlike the 
primordial origin model, there is the possibility that numerous large, cohe
sive fragments remain in the rings. This depends on the degree of cumulative 
collisional fragmentation by the external flux. If it has completely ground the 
cohesive chunks down into small particles, further evolution would proceed as 
in the primordial-origin case. However, it would take an extremely large flux 
of cometary meteoroids to thoroughly smash up the ring particles. Thus, there 
might well have existed a distribution of large, cohesive fragments in the 
rings, possibly approaching the size (- 100 km) above which even cohesive 
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edge to the Roche limit. The rings do seem to extend very near to this limit. 
The irregular appearance of the F Ring is in marked contrast to the smooth 
outer boundary of the A Ring, although the magnitude of the tidal gravity 
gradient varies by < 10% between the two locations. In this scenario, unless 
we are viewing Saturn's system at the special epoch when accretion is begin
ning, the satellites should contain a nonnegligible fraction of the system's 
mass. (This argument assumes that the orbital evolution of the small satellites 
is not affected by resonances with the larger, more distant ones.) Since the 
viscous spreading of the B Ring is affected by the 2:1 Mimas resonance, it is 
more relevant to compare the masses of the shepherd satellites with that of the 
A Ring alone. Their total mass is - 10-• times Saturn's, assuming densities 
equal the local Roche density, = 0. 7 g cm _J. This mass is - 10% that of the 
A Ring (Holberg et al. 1982). We regard their figure as a lower limit (see 
Sec. ill). Hence, the shepherds may be only a few percent of the A Ring's 
mass, a value inconclusive regarding Harris' accretion suggestion. The shep
herds may be made of very weak material, like accretional aggregate. They 
rotate synchronously with elongated shapes similar to Roche ellipsoids, 
and hence could be in nearly stress-free configurations. 

The strongest argument against in situ formation is the F Ring, which is 
apparently not accreting (unless it is a transient feature due to a recent colli
sion; cf. chapter by Cuzzi et al.). Weidenschilling and Davis (1983) note that 
the nominal orbits of the F Ring and its inner shepherd allow close approaches 
when their apsides are nearly 180° apart, which was the case at the time of the 
Voyager encounters. At such times, the tidal gravity gradient at the ring due 
to the satellite is comparable to that due to Saturn itself. This effect may 
disrupt condensations in the F Ring that would otherwise be stable. Unless the 
ring and satellites are locked in an unknown resonance, differential precession 
produces a series of close approaches at intervals -20 yr. Weidenschilling 
and Davis suggest that the appearance of the F Ring may vary on this time 
scale, with alternating periods of accretion and disruption. 

In the Voyager pictures, the F Ring appears to be on the verge of accre
tion, containing kinks and condensations that may be large embedded bodies 
(Smith et al. 1982; Terrile 1982). Our arguments in preceding sections indi
cate that such bodies, unless they have very low densities ("s':0.1 g cm-3), 
would readily accrete small particles (and each other). This behavior is con
firmed by another sort of numerical simulation. We have performed simulta
neous many-body integrations of systems consisting of one large body and 
many small ones, including their mutual gravity, tidal effects, and collisions. 
One such simulation, with tidal parameters appropriate to the F Ring, is 
shown in the series of small figures on the margin of this chapter (see pp. 379 
to 413). At the assumed density of 0.5 g cm-", all particles hitting the large 
body are accreted, even though the coefficient of restitution is assumed to be 
high, 0.5. Some of the small particles also form gravitationally-bound pairs. 
The ring develops a kink similar to observed features. Spacecraft observations 
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of the F Ring over a longer time base will show whether its structure varies 
periodically, and may offer a chance to observe formation and disruption of 
DEB's. 

C. Rings of Jupiter and Uranus 

The concepts developed here for Saturn's rings are also applicable to the 
rings of Jupiter and Uranus. In terms of planetary radii, both systems are at 
distances comparable to the B Ring (1.8 for Jupiter, 1.6 to 1.95 for Uranus). 
However, both planets are nearly twice as dense as Saturn. Their rings are 
deeper within the Roche limits, with tidal environments corresponding to that 
of Saturn's C Ring. The Roche density at Jupiter's ring is 3.5 g cm-3, and in 
the Uranus system ranges from 2.5 to 4.5 g cm-3

• 

The Jovian ring is extremely tenuous, with very low optical depth. The 
two small satellites near the ring's outer edge, and any other large particles 
within the ring itself, could retain regolith if their density is ;? I g cm -3, as 
would plausibly be the case for silicate bodies. Such regolith might be a 
source for the small (µ,m-sized) particles dominating the ring's visible cross 
section (chapter by Burns et al.). 

The Uranian rings have low albedo (chapter by Elliot and Nicholson), 
which has sometimes been taken to imply a silicate composition. One might 
argue that only silicates would be dense enough to avoid tidal breakup. On the 
other hand, low albedo could easily be explained by predominantly icy mate
rial, contaminated with a small amount of fine-grained, black carbonaceous 
material. Actually, as Elliot and Nicholson show, it is difficult to identify any 
candidate material dark enough. The rings are very narrow, presumably con
fined by small, unseen shepherd satellites orbiting between them (Dermott's 
chapter). Multiple stellar occultations have defined the orbital elements of the 
rings with high precision; the relative distances between them have uncertain
ties of only a few kilometers (Freedman et al. 1983). Such precision implies 
that any braiding or kinking is much less prominent than for Saturn's F Ring, 
which shows much larger excursions from an elliptical path. This property 
may place upper limits on the sizes of Uranian ring particles, either discrete 
bodies or DEB 's (dynamic ephemeral bodies), and on the shepherd satellites. 
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There is another way to determine an upper cutoff to the size distribution. 
Suppose the rings ' low albedo is due to most of the cross section being in 
micron-sized particles (cf. Elliot and Nicholson). If the size distribution has a 
reasonable power-law index -3.3, most of the cross section can indeed be in 
such small bodies. But an upper diameter cutoff at - 300 m is then necessary 
to limit the mass to the value - 20 g cm - 2 based on the requirement for 
coherent ring precession (see discussion in chapter by Elliot and Nicholson). 
This cutoff is probably consistent with the kink-free nature of the rings. 

VI. CONCLUSION 

The dynamical processes we have described necessarily result in most 
of the mass of the observable system residing in bodies with an aggregate 
character. Collisions or impacts into regolith or balls of aggregate have very 
different effects from interactions involving solid ice. While the aggregate 
configurations may be greatly modified by collisions, removal of material by 
erosion into fine ice dust, which could then be removed from the system, 
is less effective than has been previously calculated. (This is especially im
portant for impacts by the external flux.) 

This is only one of several important implications of our thesis that solid 
ice is an inappropriate model for Saturn ring particles. As we have noted, the 
influential dynamical model of Goldreich and Tremaine (1978, 1982), which 
relates optical depth to coefficient of restitution in an equilibrium ring system, 
requires reconsideration. The usual presumption has been that the coefficient 
of restitution must be ;;:::0.63 for this model to apply, a value which may be 
too high even for solid ice and is certainly not applicable to a powdery surface 
or aggregate body. Our preferred interpretation is that the coefficients of 
restitution <<0.63, in which case the functional relationship to optical depth 
is not applicable, and the particles must collapse to a monolayer according to 
Goldreich and Tremaine. We regard it as quite plausible that the mass
dominant particles in the rings would be arranged roughly in such a 
monolayer, but with the smaller particles (which dominate optical observa
tions) being scattered into a many-particle-thick layer. Such a model fits 
Voyager radio data quite well (see Sec. 111.C). 

Many observed large-scale features of Saturn's rings have been inter
preted in the past by treating the rings as a self-gravitating fluid. Implicit in 
most of these models is a traditional view of uniform, cohesive, rebounding 
particles which control the fluid properties of the ensemble. As we have 
shown, however, ring particles may be very different from the traditional 
image. Perhaps for the macroscopic view, slight adjustments to such fluid 
parameters as viscosity could take this new ring-particle model into account. 
On the other hand, there may be fundamental qualitative changes in expected 
behavior. 
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A second iteration on such dynamical models is clearly needed. Most of 
the parameters (ring thickness, relative velocity, particle density, surface 
density) that have forced us to our new view of particle properties are based in 
part on inferences from the earlier dynamical models. Hence, a.new genera
tion of dynamical models may force us to modify our own physical model. 
Several iterations and perhaps injection of constraints from new data may be 
needed before we arrive at a consistent model for the dynamical behavior of 
the rings. 

A number of implications of our model needs to be explored. How does 
the existence of DEB 's affect the viscosity of the rings? Does the energy 
dissipation in frequent collisions imply unacceptably high spreading rates? If 
there are significant numbers of embedded large particles, can density waves 
propagate as modeled (see chapter by Shu)? Are the processes that we have 
described consistent with the theory of viscous instability invoked to explain 
ringlet formation (see chapter by Stewart et al.)? Do they affect shepherding 
and clearing of gaps by gravitational torques, and limits on the sizes of 
embedded particles inferred from the lack of such gaps? It is tempting to 
speculate that continual cycles of accretion followed by avalanche disruption 
might be in some way responsible for intermittent phenomena, such as spoke 
formation or electrostatic discharges (if the latter are indeed associated with 
the rings, rather than atmospheric in origin [Kaiser et al. 1984]). There is as 
yet no direct observational evidence for the new picture of ring particles 
presented in this chapter, but a consistent model of optical and dynamical 
phenomena would seem to require it. 
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TRANSPORT EFFECTS DUE TO 
PARTICLE EROSION MECHANISMS 

RICHARD H. DURISEN 
Indiana University 

Various processes can erode the surfaces of planetary ring particles. Recent 
estimates for Saturn's rings suggest that a centimeter-thick surface layer could 
be eroded from an isolated ring particle in <10 3 yr by meteoroid impacts alone. 
The atoms, molecules, and chips ejected from ring particles by erosion will arc 
across the rings along elliptical orbits. For moderate ring optical depths, ejecta 
will be absorbed or inelastically scattered upon reintersecting the ring plane. 
Continuous exchange of ejecta between different ring regions can lead to net 
radial transport of mass and angular momentum, to changes in particle sizes, 
and to the buildup of chip regoliths several centimeters deep on the surfaces of 
ring particles. Because most of the erosional ejecta are not lost but merely 
exchanged over short distances, the net erosion rate of the surfaces of these ring 
particles will be much less than that estimated for an isolated particle. Numeri
cal solutions for time-dependent ballistic transport under various assumptions 
suggest pile-up and spillover effects especially near regions of preexisting high 
optical depth contrast, such as the inner edges of A and B Rings. Global 
redistribution could be significant over billions of years. Other featur;es in 
planetary ring systems may be influenced by ballistic transport. 

I. INTRODUCTION 

A. Evidence for Erosion 

The action of erosion mechanisms in planetary rings can be inferred from 
the presence of the resultant gaseous or particulate ejecta. The first direct 
evidence came with the detection of Lyman -a radiation near the B Ring by 
sounding rocket and Earth-orbiting satellite experiments in the ultraviolet 
(Weiser et al. 1977; Weiser and Moos 1978; Barker et al. 1980). These 
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observations and similar measurements by the Pioneer and Voyager space
craft imply a neutral hydrogen atmosphere extending one half to one Saturn 
radius above the ring plane with a number density of ~ 600 per cubic centi
meter (Judge et al. 1980; Broadfoot et al. 1981). Because collisions with ring 
particles and formation of H2 molecules would cause rapid loss of neutral 
hydrogen, the atmosphere must be replenished at a rate of ~ 3 x 10 2" atoms 
per second (Carlson 1980; Ip 1983b), presumably by erosion of icy ring 
particles. 

Pioneer and Voyager observations also show that micron-sized, 
forward-scattering particles dominate the visible part of Jupiter's ring and 
represent a significant or even dominant component in some regions of 
Saturn's rings. As discussed in chapters by Bums et al. and Griin et al., 
micron-sized particles are extremely short-lived in Jupiter's ring and in the E, 
F, and G Rings of Saturn, with lifetimes ~ 102 to 10• yr. Therefore on-going 
production by erosion of larger source particles seems required. In the main 
ring system of Saturn, the life span of micron-sized particles could be many 
orders of magnitude longer for two reasons: ( 1) these particles may reside 
most of the time in regoliths on the surfaces of larger ring particles; (2) the 
outer edge of the A Ring shields the rest of the rings from most trapped 
radiation and magnetospheric plasma. Nevertheless, the presence of micron
sized particles in Saturn's rings, even if relatively long-lived, suggests the 
action of a pulverizing, erosive mechanism. 

B. Erosion Mechanisms and Rates 
A variety of mechanisms can act to erode the surfaces of planetary ring 

particles: interparticle collisions; sputtering and thermal fatigue by cosmic 
rays or trapped radiation; sputtering due to neutralization of photoelectrons 
and ions from the ionosphere; sublimation of ices; photosputtering of ices by 
solar ultraviolet photons; and impacts by meteoroids. Some of these mech
anisms, like sublimation or photosputtering, will produce only atomic or 
molecular ejecta. Others, like meteoroid impacts, will eject predomi
nantly solid chips but also some gas, both neutral and ionized. Additional 
mechanisms can destroy ring particles that are already micron-sized. In this 
chapter we will concern ourselves primarily with mechanisms that produce 
copious ejections of neutral gas or chips from larger ring particles. Transport 
effects associated with micron- or submicron-sized charged particles or with 
plasmas are discussed in chapters by Bums et al. and Griin et al. 

In 1967, Harrison and Schoen argued that absorption of solar ultraviolet 
photons in a surface monolayer of ice would cause the ejection of Hand OH 
with high probability. This process is called photosputtering and is most 
effective for photons with a wavelength of ~ 1500 A. According to their 
estimates, at 10 AU ice one centerimeter thick would be eroded in ~ 3 x 10" 
yr. The Harrison and Schoen ( 1967) prediction resulted in several unsuccess
ful early searches for a ring atmosphere (e.g. Franklin and Cook 1969). Later 
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TABLE I 

Gross Erosion Time Scales for Saturn's Rings 

Time to 
Erode 1 cm Layer 

of Solid (l glee) Ice 
Mechanism (yr) Reference 

Sublimation 3 X 10 9 Dennefeld (1974) 
at 100 K 

Ion Sputtering 10" Cheng et al. (1982) 
(E, F, G Rings) 

Photos puttering 9 X 106 Carlson (1980) 

Micrometeoroid 2 X 10' Cook and Franklin (1970) 
impacts l X 10' Bums et al. (1980) 

(Rm< lOOµm) I X 10' Morfill et al. (1983) 

Meteoroid 3 X 103 Mortill et al. (1983) 
impacts (g =4) 

(Rm> 100µ.m) 3 X 102 Morfill et al. (1983) 
(g = 40) 

Blamont (1974) and Dennefeld (1974) considered a variety of erosional gas 
production mechanisms, including sublimation and meteoroid impacts, and 
predicted the density and distribution for a ring atmosphere. When this 
ring atmosphere was finally observed, Carlson (1980) again proposed photo
sputtering as the dominant gas production mechanism and revised the rate 
estimate (see Table I). 

Bandermann and Wolstencroft (1969) and Cook and Franklin (1970) 
provided the first estimates of erosion rates for Saturn's rings due to micro
meteoroid impacts by extrapolating the then existing inner solar system data to 
Saturn's orbit. Table I compares the Cook and Franklin estimate with later 
ones based on spacecraft data. This table gives gross erosion time scales, 
i.e., surface losses of ejecta are assumed to be uncompensated by gains of 
ejecta on the surface from elsewhere in the rings. The Burns et al. (1980) 
estimate is for Jupiter's ring and has been rescaled to Saturn by adjusting the 
gravitational focusing and yield to Saturn's gravitational field assuming that 
interplanetary micrometeoroid fluxes are approximately the same at 5 and 
10 AU (Humes 1980). The most recent estimate in Table I given by Morfill 
et al. (1983) indicates that meteoroids with radii Rm > 100µ.m may be much 
more important than micrometeoroids. The factor g in the table is the en
hancement factor applied to the interplanetary meteoroid flux in order to 
account for gravitational focusing by Saturn. According to Morfill et al., for 
the outer B Ring, g = 4 to 40 represents the range permitted by uncertainties 
in the distributions of the heliocentric orbital elements for meteoroids. The 
micrometeoroid (Rm < lO0µm) erosion rates in the table are based on 
g-values of ~4. 
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Although erosion rates for the other mechanisms mentioned in Sec. 1.B 
are often imperfectly known, meteoroid impacts and photosputtering are 
probably the dominant processes ( cf. Table I of Carlson 1980). 

C. Ejecta Properties for Photosputtering and for Meteoroid Impacts 

Little information is available concerning the consequences of photo
absorption of ultraviolet radiation by water ice. A 1500 A photon has an 
energy of about 8.3 eV. Carlson (1980) argues that most of this energy will be 
expended in dissociating the H20, in collisions with other surface molecules, 
and in excitation of the OH. Escape velocity at the outer edge of the A Ring 
is about 24 km s-' so H and OH require kinetic energies of at least 3.0 eV 
and 51 eV, respectively, in order to escape. Carlson expects the total available 
kinetic energy to be < 3 eV in most cases. Then, the ejected OH will have 
ejection velocities v ei with respect to their parent ring particles of magnitude 
< 6 km s -•. Considering the number of possible energy loss mechanisms, 
even most H atoms are likely to photosputter with v ei ~ IO km s -• and 
will probably avoid direct loss to escape. However, the uncertainties are 
considerable and determination of photosputtering erosion rates and v ei dis
tributions by laboratory experiments would be useful. 

We know considerably more about ejecta due to hypervelocity meteoroid 
impacts. Hypervelocity in this context means an impact at a speed much 
greater than the sound speed in either the target or the projectile so that shock 
waves move into both from the point of impact. The shocks vaporize part ( or 
all) of the projectile plus a small volume of the target, and they shatter and 
excavate a much larger volume of the target. Much of the detailed information 
comes from the now classic work by Gault and his collaborators (e.g. Gault et 
al. 1963; Gault and Wedekind 1969; Gault 1973; Stoffler et al. 1975). Let m 
and v m be the mass and impact speed of the meteoroid, and let M eJ be the total 
mass of the fragments (chips) that are excavated and ejected. The experimen
tal results may be crudely approximated, for our purposes, by 

and 

dMei =A Vei-" dvei forvei >v0 

=0forvei <v 0 

a m 
( V )" Mei = 5 X 10 m 30 km s-' 

(la) 

(lb) 

where dM ei is the mass of fragments ejected with speeds in the interval v ei to 
Vei + dveJ· 

Equations of the form (la) have been used by Cook and Franklin (1970) 
with a varying between 2.6 and 4 and by Greenberg et al. (1978) with a = 
3.25. A comparison of an integral version of Eq. (la) with data of Gault et al. 
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(1963) and Stoffler et al. (1975) can be found in Fig. 1 of Greenberg et al. (see 
also Fig. 3 of Housen et al. 1979). With a = 3, Eq. (la) is so steep that 75% 
of the ejecta have velocities between v0 and 2 v0 • Below the characteristic 
speed v0 , the fraction of ejected mass is negligible. The value of v0 depends 
on the strength and the surface composition of the target. For solid basalt, v0 

is ~ 100 ms-• while v0 for loose sand is only ~ 1 ms-', The values of a, 
however, are similar in both cases. 

Equation (lb) is adopted from Griin et al. (1980) and is based on a 
summary of relevant experimental data for hard basaltic targets. For sand 
(Stoffler et al. 1975) and for hard ice targets (Lange and Ahrens 1982; 
Mizutani et al. 1982), the coefficient in Eq. (lb) is probably ~ 30 times 
larger. Croft (1982) reports that hypervelocity craters in snow are not 
much larger than those in solid ice, implying comparable ejecta yields for 
snow and ice. To be extremely conservative, Eq. (lb) was used to estimate 
the time scales of the gross meteoroid erosion in Table I without the extra 
factor of 30. Some caution is needed in applying Earth-based laboratory 
data for very weak or unconsolidated targets to the essentially zero-gravity 
conditions that hold for impact on centimeter- to meter-sized ring particles. 
Little data is available in the literature concerning the v eJ distributions for im
pacts on snow or ice. 

In addition to fragments, hypervelocity impacts produce vapor and 
plasma. Summarizing the laboratory work of others, Morfill et al. (1983) cite 
vapor masses of "E= 3m with VeJ less than but on the order of Vm, Only ~ 1 % of 
the vapor is ionized. Meteoroid impacts are thus a significant source of gas 
and plasma as well as chips. 

D. Consequences of Erosion for Ring Structure 

Various lines of evidence suggest a surface mass density er for Saturn's 
rings of "E= 100 g cm-• (see chapter by Cuzzi et al.). If, for simplicity, we 
visualize the rings as a sheet of solid ice, they would have a thickness of 1 m. 
In this case, according to the Morfill et al. estimates for meteoroid impacts 
in Table I, the total gross erosion time for Saturn's rings is only 3 x 10• to 
3 x 10• yr. If the rings are truly as old as the solar system, their total mass 
has been eroded 10• to 10• times over. Because, as described below, erosion 
results primarily in the trading of ejecta from the surfaces of ring particles 
over relatively short distances, net gains or losses in most ring regions will 
only occur on time scales several orders of magnitude longer than the gross 
erosion time. Nevertheless, if more than a few parts in 10• of the ejected 
mass has high enough velocity to be lost from the ring system by escape or 
by falling into the planet (e.g., impact vapor), then the gross erosion would be 
sufficiently large to raise questions about a primordial origin for the rings. 
Whether or not gross overall losses or gains prove to be this severe, the 
erosion time scales in Table I are sufficiently short that we can expect signifi
cant observable effects of erosion. 
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To understand these effects, let us first consider the kinematics of erosion 
ejecta. Most atomic and molecular ejecta are neutral and their time scales for 
ionization are considerably longer than an orbital period, at least in the Saturn 
environment (Carlson 1980). Most chip ejecta are larger than lµm in size and 
so do not experience notable non-Keplerian forces in one orbit period whether 
charged or not (see chapters by Burns et al. and Griin et al.). As a result, the 
vast bulk of erosion ejecta will follow Keplerian orbits determined by the 
vector sum V = v ej + v c, where v c is the circular orbit velocity of the parent 
ring particle. Typically only a total mass of chips comparable tom will have V 
;a,; escape velocity Vesc (Cook and Franklin 1970). Hence, the vast bulk of 
ejecta will arc across the rings (or, in some cases, into the planet) along 
elliptical orbits. Let r be the radial distance from the planet's center as mea
sured in the ring plane. There will be a high probability that an ejectum will be 
absorbed or inelastically scattered if the ring optical depth is large at the radius 
rint where the ejectum orbit reintersects the ring plane. Because rint will in 
general be different from the orbit radius r P of the parent ring particle, ejection 
of atoms, molecules, and chips by surface erosion can lead to net radial 
exchanges of material and angular momentum. We refer to this process as 
ballistic transport. 

Local (v ej< < v c) exchanges of ejecta between neighboring ringlets of 
similar properties will almost exactly cancel. But even when net radial trans
port is small for this reason, ring particles will build up steady-state regoliths 
of chips from meteoroid impacts, and the ring plane will be surrounded by a 
steady-state halo of ejecta which have not yet been reabsorbed. The regoliths 
and halo probably provide the reservoir of micron-sized particles which man
ifest themselves in spoke activity. In addition, the surfaces of ring particles 
will be contaminated by meteoroid material. Photos puttering and reabsorption 
of H and OH and impact vaporization will also modify surface composition 
and texture of ring particles. 

Neighboring ring regions do not always have similar properties. Ring 
systems exhibit radial structure on many length scales, including sharp edges 
and abrupt optical depth gradients. Near such features, significant net effects 
can occur even locally. Although the fraction of ejecta causing global trans
port across a broad ring system will be rather small according to Eq. (la), 
dramatic global redistribution is possible over billions of years, because the 
gross erosion rates are so high. Different ring regions could suffer net losses 
or gains of mass with consequent alteration of normal optical depth, particle 
surface properties, and particle sizes. Moreover, net changes in specific 
orbital angular momentum due to ejecta exchanges could lead to changes in 
the radius of a ringlet and could enhance (or blur) the sharpness of some ring 
features. 

The remainder of this chapter deals with the quantitative description of 
ballistic transport and its application to planetary ring systems, with special 
emphasis on Saturn's rings. 
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II. BALLISTIC TRANSPORT 

A. General Principles and an Illustrative Example 

Most periodic or transient asymmetries, whether in a north-south or 
azimuthal sense, like shadowing, obliquity, density waves, or spoke activity, 
should average out over the erosion time scales in Table I. Therefore, for 
erosional studies, the system of parent ring particles can be viewed as a thin 
cylindrically symmetric sheet whose properties depend only on radius r and 
time t. Because the dispersion velocities of ring particles are small, typically 
< < v 0, the orbits of parent ring particles can be treated as circular for comput
ing ejecta orbits. The local vertical structure of the rings can influence gross 
erosion rates and ejecta velocity distributions through optical depth effects. 
A plane-parallel uniform slab approximation is usually adequate. 

With these assumptions, the ballistic transport problem involves the de
scription of how the properties of ring particles at all radii vary with time due 
to Keplerian exchange of ejecta. The gross ejection rate R (r, t) is the mass 
ejected per unit ring area per unit time. It depends in part on the normal optical 
depth T (r, t) of the rings, because the erosion is typically caused by an 
external flux of projectiles (photons or meteoroids). For given projectile in
flux, the properties of local ring particles and optical depth also determine the 
Vej distribution and the yield, i.e., M e/m. Knowing these at each r, it is then 
possible, in principle, to calculate the orbits of all ejecta and, over an interval 
of time, to tally gains at r due to ejecta absorbed there from other regions 
against losses due to ejecta thrown from r and absorbed elsewhere. The 
calculation must account for the relative probability of absorption at r int and 
reabsorption at rp. Under some assumptions, ejecta may undergo inelastic scat
terings prior to absorption (Ip 1983a). Overall then, ballistic transport has the 
general character of a diffusion or transfer problem, but one where the diffus
ing species follow elliptical or even parabolic and hyperbolic orbits. 

To illustrate some features of ballistic transport, let us consider a drasti
cally simplified hypothetical system of three narrow ringlets, which we call A, 
B, and C, with equal widths dr (see Fig. 1). (These ringlets must not be 
confused with Saturn's Rings A, B, and C.) Assume identical particle prop
erties and projectile fluxes for the ringlets. Then, TA = TB = Tc and R A = RB 
= R c = R . Suppose there is a single value of x = v ei / v c < < l that is just 
sufficient to allow trading of ejecta by directly prograde and retrograde ejec
tions, i.e., with Vej nearly parallel or antiparallel to Ve. For such ejections, 
rint corresponds to apocenter and pericenter respectively. Assume equal 
numbers of ejections fore and aft. 

Keplerian orbit dynamics tells us that the orbital motion of an ejectum 
will satisfy 

h 2 =GMa (1 -e 2) (2) 
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Fig. l. Diagram illustrating a system of three narrow, coplanar, circular rings (heavy solid 
lines) exchanging ejecta by directly fore and aft ejections. The directions of orbital motions 
are indicated by arrows. Ejecta I, 3, and 5 (long-dashed curves) are ejected in a prograde 
sense as viewed from the parent ring particle and ejecta 2, 4, and 6 (short-dashed curves) in a 
retrograde sense. 

2 ( 2 1 ) V (r) =GM -;:- - a (3) 

where h is the specific orbital angular momentum, a the semimajor axis, e the 
eccentricity, G the gravitational constant, and M the mass of the central 
planet. By virtue of our assumptions, V(rp) = vc(rp) ± VeJ and h = Vrp
Recalling that apocenter and pericenter are just a ( 1 + e) and a ( 1 - e), then 
from Eq. (2) we find, to first order in x, 

(4) 

(5) 

(6) 

where hp and hint refer to the specific orbital angular momenta for circular 
orbits at rp and rint, respectively. The upper signs correspond to prograde 
ejections, the lower signs to retrograde ejections. To lowest order inx, then, 
choosing re = rB (1 - 4x) and r A = rB (1 + 4x) permits trading of ejecta. 
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Assume large T's so that ejecta always collide with a ring particle at r 101 

and assume ejecta are not scattered but are promptly absorbed upon collision. 
Figure l shows sample trajectories for ejecta from each ringlet. Each ejectum 
is visualized as being emitted at the top of the diagram and initially follows an 
elliptical orbit tangent to its parent ringlet. Ejecta 2 and 5 are absorbed by B, 
3 by A and 4 by C. All absorptions occur at the bottom of the diagram. 
Ejecta l and 6 are reabsorbed by their parent ringlets. The net rate of mass 
gain MB by Bis 

to first order inx. On the other hand, 

(7) 

(8a) 

(8b) 

Our system thus illustrates the following important conclusions. For ejection 
patterns which have fore-aft symmetry, the largest effects in erosional evolu
tions are first order in x and occur at the edges of a ring system. The effect of 
cylindrical geometry in an otherwise uniform ring system is to cause net 
erosion of the outer edge and net pile up at the inner edge. As the reader can 
verify, these conclusions are not affected to first order in x by a gradient in 
ring properties, e.g., R = RB + (r - rB)d R /dr, except that a sufficiently 
negatived R/dr could reverse the signs in Eq. (8a,b). 

Equations (2) and (3), solved exactly for prograde and retrograde ejec
tions, give 

r• l + 2x + z ~ = - X = I + 4 6 2 A') 1~"" l _ 2 2 - X + X +.,, 1,< J rp + X -x 
(9) 

instead of Eq. (4). The symmetry causing MB= 0 to first order inx is broken 
to second order in x. Similarly, there are second order effects introduced by 
radial gradients and second derivatives. Over long enough times, these second 
order effects could accumulate even for smallx. 

To first order in x, Eq. (5) tells us that prograde ejecta decrease the 
specific angular momentum of the parent, while retrograde ejecta increase it. 
Furthermore, Eqs. (5) and (6) together say that the specific angular momenta 
of ejecta exchanged by neighboring ringlets are the same. This occurs because 
exchanged ejecta follow transfer orbits of the same a and e in Fig. l. For 
instance, ejecta absorbed at A from B and ejecta absorbed at B from A both 
have h = hA (l - x) = hB (I + x). Let J be the total angular momentum 
of ringletd. Then to lowest order JA = hA MA. Hence the time derivative of 
hA =JA !MA is given by 
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(10) 

to first order in x. Similarly h = 0 to first order or higher for ringlets B and 
C. Thus, changes in specific angular momentum due to erosional transport 
are everywhere at most second order for fore-aft ejection symmetry. We 
need to focus attention on h not j because it is h which will cause the orbital 
radius of a ringlet to change. 

We can easily generalize our three-ringlet example by adding more 
ringlets. M will remain second order for interior ringlets and first order for 
ringlets at or near the edges, while i, remains at most second order 
everywhere. It should be noted that our assumption of directly prograde and 
retrograde ejections is unrealistic, because such ejecta see infinite slant optical 
depth and so do not readily escape their parent ringlet. However, only small 
deviations from fore and aft ejection can loft ejecta above a thin ring system. 
Therefore, we can multiply ringlets up to the limit of a continuous ring 
system, and generalize the distribution of ejecta directions (provided we pre
serve fore and aft symmetry) without affecting the conclusions stated above. 

In realistic situations, the directional distribution of ejecta may not have 
fore-aft symmetry. As discussed in Sec. 11.B, this could arise, for instance, 
due to anisotropic influx of meteoroids caused by the orbital motion of the 
ring particles. If the difference between the prograde and retrograde ejection 
rates is a significant frac::tion of R, then the reader can easily verify that the 
cancellations occurring in Eqs. (7), (8), and (10) are degraded by one order in 
the quantity x. A crucial implication is that, for ejection patterns with signifi
cant fore-aft asymmetry, the largest effects in mass redistribution are zero 
order in x and occur at the edges, while specific angular momentum changes 
become first order inx at the edges. Anisotropic ejections can also reverse the 
direction of pile up from inner to outer edges, if prograde ejections dominate. 
First order changes in specific angular momentum could play a role in ring 
dynamics by counteracting or enhancing viscous spreading. 

Although the above illustrations do not cover all reasonable assumptions, 
they do provide a useful guide for understanding the results of more detailed 
calculations. The remainder of Sec. II describes two mathematical approaches 
which have been used so far to treat ballistic transport in planetary rings. 

B. Mathematical Formulation 

The elliptical orbits of ejecta have nodes at r P and rint• The optical depths 
'T(_rp) and 'T(_r1nJ and the slant path of an ejectum through the rings, which 
depends on VeJ together determine the relative probability that an ejectum will 
collide with a ring particle at one of these radii. A relatively simple and 
precise mathematical formulation of ballistic transport is possible in the limit 
of "prompt absorption" (Durisen et al. 1982, 1983). By this is meant that the 
collisions are so inelastic that the ejecta are immediately assimilated back into 
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the ring particle population without further transport, presumably by incorpo
ration into the regolith of a ring particle. The validity of this assumption will 
depend on the nature of the surfaces of ring particles and on the magnitude of 
Yei· For the bulk of meteoroid ejecta, vei = v0 = l to 100 m s-1 in Eq. (la). 
Collisions with a ring particle that has a hard smooth surface are then mildly 
elastic, while collisions with a ring particle that has a regolith are highly 
inelastic (cf. Hartmann 1978). As argued in Sec. III.C, a principal effect of 
meteoroid erosion is likely to be regolith production. Hence, prompt reabsorp
tion, as opposed to inelastic scattering, is probably a correct assumption for 
the bulk of chip ejecta, if regoliths do develop. For higher Yej, the ejecta 
themselves become erosive projectiles. However, because the yields and Yej 
of such secondary ejecta will be relatively small, they have so far been 
ignored in the treatment of ballistic transport. 

For prompt absorption, net local changes in the surface density <T (r,t) are 
readily expressed by a mass continuity equation 

(l 1) 

where fm and Am are the rates of mass gains and losses, respectively, per unit 
area due to exchanges of ejecta with other ring regions. The left-hand side of 
the equation includes the possibility of slow radial drift Yr, because net 
changes in the specific angular momentum due to ballistic transport will cause 
a ringlet of material orbiting a central mass to change its orbital radius. 
Assuming that ring particles remain on nearly circular orbits, Yr can be deter
mined via 

(12) 

where he = VGMr is the specific orbital angular momentum for a circular 
orbit at r, and rh and Ah are rates of angular momentum gains and losses 
per unit area due to ejecta exchanges. The left-hand side of Eq. (12) is the 
rate of change of specific angular momentum required by orbit mechanics 
in order for a circular orbit to drift radially at a speed Yr. The right-hand 
side of Eq. (12) is the instantaneous rate of change of the specific angular 
momentum of a ringlet due to ballistic transport. Equations (11) and (12) must 
be supplemented by equations describing the rate of change of local ring 
particle sizes and optical depth. For instance, in the simplest case of 
a single local particle radius RP (r, t) and internal density pp, we get 

(13) 
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and 

3a 
(14) 

if we assume that all particles grow or shrink simultaneously. Much of the 
difficulty in solving Eqs. (11) to (14) is hidden in the gain and loss terms, 
which are integrals over r and over ejection directions and speeds. Due to a 
high degree of cancellation between A's and f's, these integrals must be 
calculated accurately. 

Figure 2 illustrates the geometry used to describe ejection direction dis
tributions. The sphere in this figure is not a ring particle but represents the 
sphere of all possible directions for the vector Vei· The parent ring particle 
should be visualized as a very small sphere at the origin. In terms of 0 and cf,, 
Keplerian orbit mechanics gives 

1 + 2x cos 0 + x 2(cos2 cf, + cos2 0 sin2cf,) 
1 - 2x cos 0 - x 2(cos 2 cf, + cos2 8 sin'</>) 

(15) 

where x = ve/vc evaluated at rp. The 8, cf, which give the same rinilrP are 
indicated in Fig. 2 as curves on the sphere of all possible ejection directions 
for x = 0.45. Ejecta with 8, cf, in the hatched cap escape from the system on 
hyperbolic orbits. As discussed in detail by Cook and Franklin (1970), ejecta 
can be lost by falling to the planet for ejection directions in the stippled region 
of Fig. 2, where the ejecta orbits have a pericenter less than a planetary 
radius. For many applications, neither hyperbolic escape nor fall into the 
planet is important, because most ejecta have x << (Y2 - 1), i.e., ejection 
velocity much less than needed for escape. In regions of low optical depth 
near a highly oblate planet like Saturn, rint may shift significantly due to 
apsidal motion prior to absorption. This effect has so far been ignored. 

The mass loss integral in Eq. (11) is 

Xi l 21r 

Am (r, t) = R (r, t) f dx f d (cos 8) f d<f> Pf (16) 

0 -1 0 

where P is the probability that ejecta are truly lost from r through absorption 
atr1n1 or through loss to escape or the planet. In general, P depends onx, 0, cf,, 
T(r1n1), and T(r). P depends on 8, cf> because the probability of a collision at r 
or r1nt is determined by the slant path of an ejectum through the rings as seen 
by a ring particle (see Durisen et al. [1983] for more details). The function/ in 
Eq. (16) describes the fractional distribution of ejecta per unitx, cos 8, and cf> 
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Fig. 2. The sphere of all possible ejection directions from a parent ring particle illustrated in 
two perspectives. The ring particle itself should be visualized as a small sphere at the origin. 
The case shown is for x = 0.45 and for rp twice the planetary radius. The thin solid curves 
indicate the orientations of Ye; leading to particular values of r;nt· The curves shown are for 
r;nJrp = 1/4, 1/2, !, 2, 4, 8 as labeled. In the cross-hatched region, IVI =Ive+ Ve;I ;,e.yesc• 

In the stippled region, the periapse of the ejectum orbit is less than the planetary radius. A 
large value of x was chosen to illustrate all important behaviors clearly. The (a) view shows 
the spherical coordinate angles (8,cf,) used to describe the direction of VeJ· The (bl view 
looking radially outward from the planet (as indicated by the X) clearly shows the noncircu
lar shape of the r,.,lr" curves and of the boundary for the planetary loss region (figure from 
Durisen et al. 1983). 
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interval. Frequently, f will be assumed to be separable in x and 0,cf> and 
independent of r and t, so that 

f(x, 0, cf>) =fx(x)fe,t,(0,cf>). (17) 

The functionsfx andfe<t> are normalized so that their integrals over allx and all 
0, cf> are unity. 

The gain term rm is obtained by using orbit mechanics to determine 
which d0,dcf> intervals at r' cause ejecta with given x to land in an interval dr 
around r. This is then integrated overx, ejection direction, and r'. (Casting rm 
in a convenient form involves some subtleties beyond the scope of this chapter 
[see Durisen et al. 1983).) rm also depends on R, P, andf. Ah and rh have 
analogous forms with integrands Pf hJ. (0,cf>), where hJ. is the component of 
an ejectum 's specific angular momentum perpendicular to the ring plane. 
For both meteoroid impacts and photosputtering, net transport of other com
ponents of h • should cancel over times longer than a few planetary orbits 
around the Sun. 

It is convenient to divide the gross ejection rate R (r,t) into two parts, 

R (r, t) = R e(r, t) Rr(r, t) (18) 

where Re contains all dependences on the physical properties of the ring 
particles and the projectiles, while R 7 is the fraction of projectiles absorbed 
and depends only on ring optical depth. Using a uniform slab approximation 
for the local vertical ring structure, we find that 

RT= 1 - e-7/cosy (19) 

if the projectiles are incident at an angle y to the ring plane normal. For solar 
ultraviolet photons, the range of incidence angles y will be limited by plane
tary obliquity. For meteoroid projectiles, R, will be complicated by aberra
tion effects due to the orbital motion of ring particles ( Cook and Franklin 
1970). Calculations by Durisen et al. (1983), discussed in Sec. III.B of this 
chapter, simulate an extreme aberration effect by assuming that the intensity 
of meteoroid projectiles at incidence angle y is proportional to sec y. Then, 
for a uniform absorbing slab, 

00 

R r = 1 - J y-• e -,y dy = 1 - E 2 ( T) (20) 

I 

where E, ( T) is a function common to transfer problems and is tabulated in 
Appendix I of Kourganoff (1963). 
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To illustrate some general features of time-dependent solutions to Eq. 
(11), consider an idealized case with the following simplications: angular 
momentum transport is ignored so v, = O; a and T are initially uniform 
between two radii and zero elsewhere; T > > l so R r = 1 and P = I wherever 
a =P O; all ejecta have the same x; Re is a constant; losses to the planet are 
ignored; and ejections from the parent ring particle are isotropic, i.e., f B<t> = 
1/(41r). Figure 3 presents the results in normalized units where the initial a= 

I. All evolutions shown are for one · 'total gross erosion time'' tu = al Re 
(the time it would take a ring region with T >> l to be eroded completely 
away if f m were zero, i.e., if there were no compensating mass gains from 
other ring regions). 

For x = 0.01 in Fig. 3a, we see exactly the behavior predicted from the 
3-ringlet example in the previous section: net pile up at the inner edge and net 
erosion of the outer edge to first order in x and a second order net change in a 
elsewhere. Figure 3a and b together illustrate the importance of geometry and 
distances thrown, through 4 special radii defined as follows: 

I. r eo = the smallest r from which ejecta are lost to the outer edge; 
2. r go = the smallest r which gains ejecta from the outer edge; 
3. r et = the largest r from which ejecta are lost to the inner edge; 
4. rg1 = the largestr which gains ejecta from the inner edge. 

Only for small x, where r gt < r eo, does a central region exist for which net 
transport cancels to first order. For larger x, when rg; and rt O cross over tori" 
<rut, as seen in Fig. 3b, the mass transport effects are no longer confined to 
edges but represent an overall inward transfer of mass. Figure 3c shows that 
the edge effects for small x preserve their structure even for narrow rings as 
long as r gt < r to· The detailed structure inx = const. evolutions can of course 
be washed out with realistic x-distributions as shown below in Sec. III.B. 
Using vei (r) = const. instead of x(r) = const. changes only the details. 
Despite the relatively small effects in Fig. 3, tg = I so that every ring region 
has been involved in mass exchange comparable to its initial mass. Ring 
particles at all r have thus developed regoliths of absorbed ejecta. 

Figure 3d is identical to 3a except that / 8<1> = (l + 0.14 cos fJ)/41r, 
introducing a bias toward prograde ejections. Clearly, anisotropic ejection 
changes the sign and amplitude of the net effects. Unfortunately ,/8<1> is one of 
the most uncertain parameters. Cuzzi and Durisen are currently elaborating 
earlier efforts by Cook and Franklin (1970) to determine f 8<1> for meteoroid 
impacts. Meteoroids preferentially strike ring particles on their leading hemi
spheres due to aberration. For hypervelocity impacts on a compacted surface, 
there is a cone of ejecta roughly symmetric about the particle surface normal 
(Gault et al. 1963). Summing over such cones for an aberrated meteoroid flux 
gives a prograde sense to/8<1>. Less is known about ejecta distributions result
ing from oblique hypervelocity impacts onto a noncompacted regolith of ice 
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Fig. 3a and b. Surface density a versus r for initially uniform r>>l rings shown after one 
total gross erosion time by the heavy solid lines. The light solid lines indicate the initial a 
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chips. The ejecta may preserve some sense of the projectile's direction of 
motion due to burrowing; in that case a net retrograde sense tof6<1> could result. 

C. The Monte Carlo Method 

The formalism presented above is susceptible to only limited generaliza
tion. For instance, high Vei ejecta may produce a secondary shower of ejecta. 
This could be handled through extra terms in Eqs. (11) and (12), or by a 
two-step time integration. Unfortunately, the nature of collisions between 
ejecta and ring particles is fairly uncertain. If collisions are even moderately 
elastic, ejecta may undergo several orbit-changing scatterings prior to absorp
tion. In the latter case, it is difficult to formulate tractable f's and A's for Eqs. 
(11) and (12). In the multiple scattering limit, the Monte Carlo approach taken 
by Ip (1983a) is much easier to implement. 

A Monte Carlo simulation of ballistic transport involves following the 
history of a large number of ejecta sampled at random. With given values for 
elasticity and for scattering and absorption probabilities, a computer code can 
assign an outcome to each collision experienced by an ejectum until it is 
absorbed or effectively comes to rest. Clearly, such a technique is extremely 
flexible and may prove to be the only way to obtain results under complex 
assumptions. Disadvantages include some difficulty in understanding the re
sults physically and the need to follow a large number of sample ejecta in each 
simulation. Monte Carlo techniques become especially cumbersome for 
time-dependent problems. However, the A's and f's in Eqs. (11) and (12) are 
also computationally cumbersome because of the multiple integrals (Eq. 16). 

For his Saturn ring simulations, Ip (1983a) divides the main ring system 
into 20 radial bins with centers r;. He follows 100 ejecta from each bin with a 
given VeJ and randomly oriented directions. For simplicity, he ignores the 
slant paths followed by ejecta through the ring plane and assumes instead that 
the probability of collision at rint is 1 - exp [-T(r)] (Eq. [19] with -y = 0°). 
When a particle collides, its relative speed is reduced by a factor {3, chosen to 
be 0.5, and its direction is randomized. An ejectum is said to "come to rest" 
in Ip 's simulations when its relative velocity is < 1 ms-'. Losses to Saturn are 
included but usually are not very large. 

The resulting sample ejecta trajectories can be used in a variety of ways. 
Ip assumes that ejecta come to rest without being absorbed and that they 
remain free particles for a finite "destruction" lifetime td after they come 
to rest. The free ejectum "destruction" mechanism is unspecified but could 
be absorption into a ring particle regolith or catastrophic fragmentation 
by a meteoroid. Under these assumptions, the steady-state surface number 
density n1 of free ejecta in bin j is 

#bins 

I Nu (21) 
i = I 
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where N is the total number of sample ejecta and Ni; is the number of the 
sample ejecta from bin i that come to rest in binj. The rJ and r 1 's are present to 
account for the cylindrical geometry of the bins. Ip chooses R (r1) - T (r1). 

To generalize his calculations to include time-dependence, Ip could use 
fm = nitd and Am = R(rJ) in an equation like Eq. (11) for each bin. As <T and 
T change, new sets of sample ejecta trajectories would have to be computed. 

The reader will notice significant differences between lp's (1983a) and 
Durisen et al. 's (1983) underlying assumptions about time-dependence, colli
sion physics, ejection rates, optical depth effects, and the fate of ejecta. 
Unfortunately, these differences reflect the considerable uncertainties in our 
current understanding of these physical processes. However, these two 
mathematical formulations may prove fruitful in treating different problems. 

III. APPLICATIONS 

This section applies ballistic transport theory specifically to Saturn's 
rings. Although erosion is certainly important in Jupiter's ring and must also 
occur in the rings of Uranus, the nature and/or distribution of parent particles 
are poorly known in those cases, making it difficult to consider net transport. 
Nevertheless, some features of Saturn-oriented calculations may be general
ized to the other ring systems, and these are noted below. 

A. Steady-State Concentrations of Ejecta 

So far, the only attempts to model global effects in Saturn's rings due to 
ballistic transport have been made by Ip (1983a) and by Durisen et al. (1983), 
using the methods described in the preceding sections. In their most detailed 
calculations, both groups use the step function form of initial T(r) shown in 
Fig. 4. Unfortunately, because of differences in emphasis and techniques, the 
work by the two groups cannot be directly compared, although some features 
are common. This subsection concerns Ip 's work with the Monte Carlo 
method. 

Ip has used Eq. (21) with 20 radial bins to calculate the steady-state 
concentration nJ of multiply scattered free ejecta that have come to rest. As 
shown in Fig. 5, for all Ve;, Ip finds strong edg(: effects, primarily a pile up of 
materials at regions of preexisting large density contrast. The asymmetry 
somewhat favoring inner edge pile up is probably a consequence of cylindrical 
geometry, as in the three-ringlet example of Fig. 1. For Ip 's multiple scatter
ing calculation, however, outer edges are also regions of pile up even for 
isotropic initial ejections, because the density contrasts act as barriers to the 
diffusion of ejecta, i.e., a multiply scattering ejecta near a ring edge is more 
likely to come to rest on the higher T side of the edge at the end of its damped 
random walk. Higher Vei appears to favor trapping of ejecta in the B Ring, 
while lower Vei causes more spillover of ejecta into neighboring ring regions. 
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by Ip (1983a) and by Durisen et al. (1983), except that Durisen et al. do not include the D 
Ring. Rs is the equatorial radius of Saturn. The dashed profile is used by Ip (1983a) for 
the calculations shown in Fig. 5d. 

Ip concludes that the observed concentration of micron-sized fragments in 
the B Ring could be explained by a characteristic Vei ~ 0.7 to 1.0 km s-'. 
This seems considerably higher than the typical Vei expected from mete
oroid impacts. 

It is important to remember that the profiles in Fig. 5 represent the 
steady-state distribution of ejecta only and not the surface mass density IT of 
the rings. If the free ejecta are eventually reabsorbed onto ring particles, then 
one can infer from Fig. 5 that IT will increase in regions where ni is large and 
decrease where ni is relatively small. If instead a significant fraction of the 
free ejecta is destroyed, then the net transport will be more complicated to 
characterize. Ip 's techniques could be used to simulate such self-consistent 
time-dependent evolutions of IT but to date this has not been done. 

Ip has also calculated steady-state n; for other 7(r), for instance the 
dashed profile in Fig. 4 which simulates a relatively isolated high optical 
depth ringlet. Figure 5d shows a resulting profile that strongly resembles the 
structure of some narrow ringlets found in both Saturn's rings and the rings 
of Uranus (see chapters by Cuzzi et al. and Elliot et al.). Although several 
dynamical mechanisms have been proposed which could produce such 
double-peaked profiles with sharp edges (see chapter by Dermott), there is no 
single preferred explanation, and ballistic diffusion should be considered a 
possibility. The observed preference of small particles for the edges of the 
narrow C Ring ''plateau'' regions, as described in the chapter by Cuzzi et al., 
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is suggestive of such a ballistic transport mechanism. Ip's calculations can be 
scaled to a narrow ringlet by keeping the ratio of VeJ to ring width the same. 
Ip's best case is shown in Fig. 5d, but his runs with other VeJ also give 
double-peaked structures. 

B. Global Time-Dependent Evolutions 
For the prompt absorption assumption of Durisen et al. (1983), similar 

general features of edge pile ups and spillovers are present but with notable 
differences in detail. These calculations are fully self-consistent evolutions of 
<T (r) with time due to ballistic transport. Ejecta are only free between their 
initial ejection and their first collision with a ring particle. 

Figure 6 shows evolved a(r) obtained by integrating Eq. (11) using 200 
radial bins. The initial T(_r) for these evolutions is the same as for Ip 's calcula
tions except that the D Ring is omitted. Other assumptions include: only one 
initial particle size and internal density at each r; isotropic ejection; and R e(r, 
r) = const. Accumulated regoliths of ejecta are assumed to have the same 
internal mass density as the initial particles so that Eq. (14) gives T ~ <Ti as RP 

varies with time. For simplicity, <Tis normalized so that T = <Ti everywhere. 
Figure 6 gives the resulting a(r) after a time t = 3tu = 3<TI Re. Angular 
momentum transport has been ignored, and losses to Saturn are negligible. 
The choicex = 0.1 in Fig. 6c corresponds to VeJ = l.7 km s-' and 2.3 km s-' 
at the outer A Ring and inner C Ring, respectively. Such velocities (or 
greater) are probably appropriate for gaseous or molecular ejecta. An x ,,;;; 
0.01 is more typical of chips ejected by meteoroid impacts. For Fig. 6a, c, 
and d, RT is 1 - £ 2 (r); for Fig. 6b, RT is 1- exp (-r). For Fig. 6d,fx ~ x-' 
for 0.01 < x <0.1 and is zero otherwise. The x-integrals in rand A employ 
20x-bins spaced evenly in en x. 

Again, edge effects are prominent, as expected. Without multiple scatter
ing, however, effects due to low x ejecta are extremely localized (see Eq. 4) 
and small in amplitude even after three gross erosion times. Notice especially 
the spillover features just inside the inner edge of the B Ring in Fig. 6a and b, 
indicated by arrows. As described in the chapter by Cuzzi et al., suggestively 
similar features exist in Saturn's rings near the inner A Ring and B Ring 
edges. In each case, a smooth slope of material is seen in T(_r) extending 
inward from a very sharp optical depth discontinuity. In a crude way, the T(_r) 
profiles of the observed sloping regions resemble a composite of the calcu
lated spillover features in Fig. 6a and b. The C Ring and Cassini Division are 
bluer than the A and B Rings. In or near the observed sloping regions, there 
are variations in color between the extremes, suggestive of particle surface 
composition which is a mixture of the adjoining regions. The sloping region at 
the inner edge of the A Ring is~ 1500 km wide, suggesting, through Eq. (4), 
a typicalx = 0.003 or VeJ = 70 ms-', compatable with the VeJ expected from 
meteoroid impacts. 

Comparison of Fig. 6a and b illustrates the unfortunate dependence of 



10 

r:r 

05 

\ 

1.25 150 175 

r/R5 

10 

CJ 

05 

" 
175 

r / R, 

a) X , 001 l RT• 1-£2 (T) 

r:r 

2CXl 225 

b) X, 0.01 
Rr = I- e·T 

r:r 

200 2.25 

I 5~ 

10 

05 

125 

10 

05~ 

r IR, 

175 

r/R, 

c) X • 0.1 
l?r=I-Et(r} 

d) f, - t 
0.01 1 X • 0.1 

R-r = 1-E1 (T) 

2.CXl 225 

Fig. 6. Four surface density CT vs r plots for Saturn's rings shown after three total gross erosion 

times by the heavy solid lines. The dashed lines indicate the initial CT(r). The different 
assumptions underlying each calculation are explained in the text. Note the spillover fea
tures indicated by the arrows (figure from Durisen et al. 1983). 



TRANSPORT DUE TO EROSION 439 

details in the results on various poorly known quantities, such as RT. Because 
the dependence of P on Tis the same for both calculations, the low T regions 
adjacent to the A and B Rk6s are just as good absorbers in both cases. 
However, RT = 1 - exp ( -r) makes low r regions much weaker emitters of 
ejecta than does RT= 1 - £ 2(r). Thus, in Fig. 6b, the low Tregions soak up 
material that would otherwise have piled up at the inner A and B Ring edges 
without ejecting much material back toward the high T regions. 

The power law relation in Eq. (la) for meteoroid ejecta translates directly 
intofx -x -a_ The particular power law fx - x-' used for Fig. 6d effectively 
gives equal weight to allx in the interval (0.01, 0.1), because the important net 
transport effects are first order in x. Consequently, the evolved ring profile is 
relatively smooth, aside from ripples introduced by the finite number of x
bins. For a < l, global transport is dominated by the largest x-values, and 
evolutions resemble Fig. 6c. For a> 1, the smallest x-values dominate, and 
evolutions resemble Fig. 6a and b. For meteoroid ejecta, a is almost certainly 
greater than one. 

The calculations by both Ip (1983a) and Durisen et al. (1983) so far have 
effectively covered only a relatively short span of erosional history. As dis
cussed earlier, t9 for Saturn's rings may be as short as 3 x 10• yr. Over 
millions or billions of years, even second-order effects have time to manifest 
themselves, and significant features could develop on all length scales even if 
a > 1. Different mathematical approaches may be needed to treat such 
extensive evolutions. 

From Figs. 3, 5, and 6, we conclude that erosional ballistic transport can 
produce prominent edge effects. These include enhancement of preexisitng 
density contrasts and spillovers from high to low T regions with fairly distinc
tive shapes. Such features appear to exist in Saturn's rings and in the rings of 
Uranus. How these features evolve over long periods of time, say 102 to 10° 
t9 , remains to be addressed. 

C. Angular Momentum Transport 

All edges and narrow-ring structures are subject to viscous spreading 
unless confined by resonances or shepherding satellites (see chapters by Shu, 
Stewart et al., Franklin et al., and Dermott). To mention just a few features, 
the relatively narrow plateau regions in the C Ring with T = ½ and the inner 
edges of the A and B Rings are not readily explained by known resonances or 
shepherds. Ballistic transport of angular momentum might play a role in 
confining these features. 

As an illustrative example, consider the inner edge of a high T region 
which is adjacent to a very low T region and is undergoing ballistic transport 
with a strong bias toward retrograde ejections. Mass pile-up effects at an inner 
edge are zero order for a retrograde bias, and we expect a-f<r = l/t9 there. This 
leads to h,.!hc = x/t9 and a corresponding radial drift velocity Vr = 2 r x/t9 for 
the edge. If the edge has a characteristic size scale L = u I du/drl-' and a 
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kinematic viscosity v, then it smears out with a speed v" = Lit v where t v = 
L2/v is the viscous spreading time. Comparing Yr and Yv we see that ballistic 
angular momentum transport might confine or even sharpen ring features with 
characteristic sizes 

L > Lcrit = 15 km ( 1;: yr ) ( 
101

;cm ) ( I02 c:2 s-1) ( 1~-• ) • (22) 

Although the quantities t0 , v, and x are subject to large uncertainties and the 
above estimate is admittedly very crude, Lent is sufficiently small to be 
suggestive. Durisen et al. (1983) plan to include ballistic angular momentum 
transport in future detailed evolutions. 

D. Regolith Accumulation and Particle Sizes 

If a > 1, as seems to be indicated, the vast bulk of ejecta have low 
x-values. Regardless of a, the evolutions in Fig. 6 demonstrate that the net 
rate of erosional transport is far less than the gross erosion rate. A meter-sized 
ring particle can build up several centimeters of regolith in a time << t0 • 

Thus, initial regolith accumulation is a relatively localized process and has 
been adequately treated in this limit by Morfill et al. (1983). Even in a ring 
region suffering slow net losses and hence decrease in Rp, the regolith will 
quickly achieve a sufficient steady-state depth so that craters produced by 
typical projectiles excavate mostly only previously accumulated chips. Apply
ing results from laboratory cratering data, Morfill et al. argue for typical 
regolith depths of at least a few centimeters due to Rm ~ 100 µ,m meteo
roids. This depth should be attained in only a few thousand years according 
to Table I. In regions enjoying slow net gains and hence increasing Rp, the 
regoliths will grow in depth from this initial level without bond. 

These arguments create some puzzles. If chip production is locally so 
effective everywhere in the ring system, why do we see abundant numbers of 
free micron-sized particles only in some ring regions? Moreover, the transport 
calculations in Figs. 5 and 6 often show even net gains in the C Ring, which 
in fact seems relatively devoid of small particles. Mechanisms other than 
ballistic transport are almost certainly involved, especially whatever mecha
nism causes the micron-sized particles to become released from regoliths 
and stay free of them in such large numbers. Their absence in the C Ring 
may reflect some process that preferentially removes the smallest particles 
from the rings, e.g., nongrativational forces (cf. Northrop and Hill 1982; 
chapter by Griin et al.). However, then the relatively short time scales for 
chip production in Table I would suggest that even the meter-sized particles 
now present in the C Ring should have been completely eroded down to 
submicron-sizes and lost long ago. Subcentimeter-sized particles can also be 
catastrophically fragmented by meteoroids and micrometeoroids. These small 
particles may survive somewhat longer in high T regions because they are 
partially shielded from the destructive projectiles by the larger ring particles. 
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There are other processes that may influence the development of regoliths 
(cf. chapter by Weidenschilling et al.). Tidal forces and collision-induced 
spins could tend to strip loosely bound regoliths and make prompt absorption 
of chip ejecta more difficult. Oblique physical collisions between ring parti
cles with deep regoliths would probably brush off some surface material. 
More nearly central collisions might actually compact and strengthen the 
regolith. The resulting effect of regoliths on the elasticity of ring particle 
collisions could have important consequences for ring dynamics and equilib
rium (cf. chapters by Weidenschilling et al. and Stewart et al.). Moreover, 
loose surface grains of a regolith can be sputtered off if they become charged, 
a process that may be related to spoke formation (see chapter by Griin et al.). 
However, high and low T regions may behave very differently in all these 
respects. 

So far, no detailed evolutions of particle size distributions or regolith 
growth due to ballistic transport have been attempted. It appears that physical 
mechanisms in addition to transport must be included. Many important ques
tions may prove best answered by local treatments where transport effects 
are ignored. 

E. Chip Halos and Gaseous Atmospheres of Rings 

During their out-of-plane motions between ejection and reabsorption or 
loss, ejecta will produce a steady-state concentration around a ring system. 
For instance, both photosputtering (Carlson 1980) and meteoroid impact va
porization (Morfill et al. 1983) can produce copious amounts of neutral hy
drogen around the rings. The kinematics of ejecta are likely to be different in 
each case. Carlson argues that most photos puttered atoms or molecules will 
have velocities significantly below escape, move on elliptical orbits, and 
experience several scatterings prior to destruction. Morfill et al. expect v ei to 
be more nearly comparable to v m for impact vapor, so that this component 
would be moving closer to escape velocity and could be modeled near the 
rings by radial expansion away from the parent ring particle. Other yet unde
tected neutral gaseous components, such as OH, H 2O, and H2 are also ex
pected to be abundant in the ring atmosphere. Given reasonable assumptions 
about the Vei distributions and source rates R(r), maps for the steady-state gas 
density of various constituents could be made. So far, this has been done only 
crudely by Dennefeld (1974). A more detailed discussion of the ring atmo
sphere, including other source and sink mechanisms, has recently been pro
vided by Ip (1983b). 

The chip ejecta from meteoroid impacts will also produce a steady-state 
halo around the rings (Ip 1980). The heavy ejecta (mei > m), which are good 
backscatterers, tend to have very low x-values (Griin et al. 1980). Hence, as 
shown by Morfill et al. (1983), a steady-state chip halo of several kilometers 
vertical extent could exist with sufficient normal optical depth ( ~ 1 o-•) to add 
significantly to the apparent brightness of the rings at ring plane passage. The 
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light ejecta (mei < m) will have considerably larger x-values and will produce 
a more diffuse halo of forward scatterers. With reasonably prompt reabsorp
tion of ejecta, however, the steady-state surface density of chips on ballistic 
trajectories should be orders of magnitude smaller than the true surface 
densities implied by observations of the A and B Rings in forward-scattered 
light. As already noted in the previous section, a mechanism other than or in 
addition to erosional ballistic transport is probably needed to explain why 
there are so many free subcentimeter-sized particles in the A and B Rings. 

Halos and atmospheres should exist around other ring systems as well. 
For Jupiter's ring, the faint disk is probably influenced primarily by non
Keplerian forces (see chapter by Bums et al.). However, the outer halo 
around the bright ring and the bright ring itself probably represent a steady
state distribution of ejecta around yet undiscovered parent ring particles 
(Bums et al. 1980; Griin et al. 1980). The rings of Uranus have so far 
exhibited no detectable diffuse component. However, it seems likely that one 
must exist at some level. 

F. Overall Mass Balance and Contamination of the Rings and Planet 

Cook and Franklin's (1970) pioneering work on the erosion of Saturn's 
rings by meteoroid bombardment was concerned primarily with whether the 
rings experience a net gain or loss of material overall. Gains could come about 
through retention of meteoroid mass. Losses could include chip ejecta lost to 
escape, to the planet, or possibly to the region exterior to the rings. In Fig. 2, 
we can see that even for large x-values loss to Saturn occurs over more 
0,cf>-space than does escape. Equation (la) shows that only a relatively small 
fraction of ejecta have largex-values. For similar reasons, Cook and Franklin 
conclude that losses to Saturn dominate over losses to escape by a factor 
between 2 and 6 and that the rings lose at most about twice as much mass by 
chip loss as they gain in meteoritic mass. 

The treatment by Cook and Franklin is still the most thorough in the 
literature and is worthy of careful reconsideration. The higher meteoroid 
influx adopted by Morfill et al. (1983) suggests a total meteoroid influx over a 
solar system age that is comparable to, if not greater than, the present ring 
mass. Therefore, in overall mass balance, the rings must have changed pro
foundly due to erosion over billions of years. Cook and Franklin conclude that 
impact vapor losses are negligible, but Morfill et al. attribute much higher 
velocity to impact vapor than do Cook and Franklin. Morfill et al. suggest a 
vapor mass m v ~ 3m . If the vapor has a kinetic energy half that of the 
meteoroid, Yei ~ 0.41 Ym- In the rest frame of the ring particle, incoming 
meteoroids have Ym between -(V2 - l) Ye and (Y2 + 1) Ye. So Yei = 0.41 
Vm corresponds to a range of x-values between -0.17 and 1.0. According to 
Fig. 2, about one third of the vapor with x = 0.45 would be lost immed
iately to escape or to Saturn. A subtantial fraction of the remainder might 
be lost by the rings later due to other processes. The fraction of the impact 
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vapor which is ionized may also be lost (see Ip 1983b). Combining chip 
and vapor losses expected for Morfill et al. 's meteoroid parameters, it be
comes difficult to understand how the present rings could have survived 
over 4.6 x 10" yr. Hypervelocity impact properties and meteoroid influx 
rates must be known with more confidence. 

If most of the meteoroid vaporizes in the hypervelocity impact and the 
meteoroid vapor also has VeJ ~ Vm, there will probably be little net compensat
ing gain of meteoroid mass. This could depend on composition. For instance, 
an iron meteoroid is probably much less susceptible to complete vaporization. 
Such meteoroids might be relatively uncommon in the outer solar system, but 
preferential accumulation could lead to detectable contamination over billions 
of years. For all compositions, it is again important to know confidently not 
only how much of the meteoroid is vaporized but how much of its original 
kinetic energy the vapor retains. Contamination by unvaporized traces of 
stony or iron meteoroids, combined with ballistic transport and regolith 
growth and destruction mechanisms, may help to explain the observed differ
ences in color and albedo between ring regions. 

In addition to the contamination of the rings by projectiles, erosion of 
ring particles causes contamination of Saturn's atmosphere by ejecta. The 
area of the rings is comparable to the surface area of Saturn. Using Cook and 
Franklin's estimates for losses to Saturn, we can see that chip ejecta from 
meteoroid impacts on the rings probably at least double the input of dusty 
aerosols into the upper atmosphere over the input expected by direct 
meteoroid influx alone. Shimizu (1980) has also suggested that OH photosput
tered into Saturn could profoundly affect the ionization balance of the upper 
atmosphere. Free OH facilitates the recombination of ff+ and e- through a 
charge exchange and tends to reduce the electron number density ne substan
tially. In fact, spacecraft radio occultations do show ne for Saturn to be much 
lower than predicted by conventional ionospheric models without OH (cf. 
Atreya and Waite 1981). For VeJ ~ few km s-', OH can be photosputtered to 
midlatitudes. Impact vaporization could cause substantial contributions of OH 
at all latitudes, if VeJ ~ Vm, Other interactions between erosional ejecta from 
rings and planetary magnetospheres and ionospheres are discussed by Ip 
( 1983b) and in the chapter by Griin et al. 

IV. CONCLUSION 

A.Summary 

Erosion rates for the surfaces of icy ring particles due to photosputtering 
and meteoroid impacts are extremely high. Both these processes produce 
ejecta that will arc across the rings along Keplerian orbits and will eventually 
be reabsorbed into the ring system or lost from the ring system by escape, by 
falling into the planet, or by destruction. Between ejection and reabsorption or 
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loss, atoms, molecules, and chips on ballistic trajectories will exist in steady
state concentrations around a ring system. The neutral hydrogen atmosphere 
around Saturn's rings, as evidenced by Lyman a, is probably produced in this 
manner. Chip halos of low optical depth ( -1 o-5

) should also exist around ring 
systems and, in some cases, like in Jupiter's ring, may actually dominate the 
appearance of the system (see chapter by Bums et al.). One important conse
quence of meteoroid bombardment should be the rapid buildup of several 
centimeter-thick chip regoliths on ring particles. In addition, losses of ejecta 
into the planet may have observable consequences in the upper atmosphere. 

Exchanges of ejecta between ring regions can lead to significant net 
transport of mass and angular momentum. For prompt reabsorption of ejecta 
and isotropic ejection, mass transport effects are first order in v e/v c near ring 
edges or near steep optical depth gradients, and they cancel to first order 
elsewhere. Net angular momentum transport is at most second order. When 
ejections are anisotropic or when ejecta scatter many times prior to reabsorp
tion, transport effects can be larger in amplitude everywhere but remain 
greatest at the edges and near steep optical depth gradients. Saturn's rings 
appear to exhibit such edge effects. At the inner edges of the A and B Rings, 
material appears to have piled up to high optical depth and also spilled 
over into the adjacent low optical depth regions. Numerical simulations often 
show such optical depth pile ups and spiflovers at the inner edges. Redistribu
tion of mass in Saturn's rings has probably been extreme even on a global 
scale, considering the high erosion rates. Losses of ejecta to escape, to the 
planet, or to other processes and gains via meteoroid influx are comparable in 
amount but are unlikely to cancel. Consequently, large changes in overall ring 
mass and meteoritic contamination could result for Saturn's main ring system. 
If the meteoroid influx is as high as deduced by Morfill et al. (1983), it 
becomes somewhat difficult to understand the survival of Saturn's rings over 
the lifetime of the solar system. 

B. Outstanding Problems 

Details of erosional evolutions depend rather sensitively on the poorly 
understood physics of the erosion mechanisms themselves and of the interac
tions between ejecta and ring-particle surfaces. For both photosputtering and 
meteoroid impacts, we need more quantitative information on chip, gas, and 
plasma yields and on the distributions of ejecta sizes, speeds, and directions 
for realistic compositions and physical structures. The large influx rate for 
meteoroids estimated by Morfill et al. (1983) needs independent verification. 
Other important questions revolve around the structure of accumulated chip 
regoliths: How loose and fragile are they? Are they stripped by tidal, colli
sional, or electrostatic effects? Are they compacted by collisions? What ef
fects do photosputtering and other atomic emission and absorption processes 
have on them? How does the regolith structure affect erosional yields, vei 

distributions, etc.? 
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The mathematical methods so far employed to treat ballistic transport are 
somewhat cumbersome and inelegant. In order to produce simulations of ring 
evolution over a great many gross erosion time scales, as seems desirable, 
new approaches incorporating techniques from more conventional transport 
problems may be required. Even within the existing mathematical framework, 
further refinements could be included, such as a particle size distributions, 
explicit modeling of regolith b1,.1ildup, non-Keplerian motions, processes 
which destroy small particles, and radial drifts due to angqlar momentum 
transport. The possibility exists for understanding color and albedo differ
ences and for explaining the maintainance of narrow ring features against 
viscous spreading in the absence of shepherding moonlets or resonances. 
Efficient techniques still must be developed to map out the spatial structure of 
steady-state ejecta atmospheres and halos. Mechanisms other than meteoroid 
impacts and the resultant ballistic transport seem to be needed to explain why 
there are large numbers of free subcentimer-sized particles in the A and B 
Rings but not in the C Ring nor in the Cassini Division. These mechanisms 
must be identified and included in erosional evolutions. 

The importance of ring-particle erosion mechanisms, as evidenced by the 
short time scales in Table I, has only recently become widely realized. Further 
studies of ballistic transport and related processes could prove extremely 
fruitful for explaining many observed properties of planetary ring systems. 
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COLLISION-INDUCED TRANSPORT PROCESSES 
IN 

PLANETARY RINGS 
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Lick Observatory 

The physics of collision-dominated particle disks around planets is analyzed 
from both the analytical and numerical point of view. The existence of Saturn's 
ringlet structure is analyzed in terms of a radial instability induced by viscous 
diffusion. The detailed model described is based on the assumption of uniform 
particle size. Modifications caused by finite particle size, gravitational effects, 
and a distribution of particle sizes are discussed. 

I. GENERAL PHYSICAL PROPERTIES OF PLANETARY RINGS 

Recently, data obtained from spacecraft and groundbased measurements 
have greatly refined our knowledge of the rings of Saturn (see chapter by 
Cuzzi et al.). In particular, the data indicate: (1) a vertical thickness of at most 
150 m, and probably several times less (Lane et al. 1982), compared to a 
radial extent of about 10'0 cm; (2) the rings are mostly composed of ice 
particles ranging from cm tom in size (Marouf et al. 1983); and (3) the rings 
are subdivided into a large number of ringlets with radial dimensions ranging 
from several hundred km down to the 10-km resolution of the Voyager 
spacecraft cameras (Smith et al. 1982). Many of these ringlets are observed in 
the B Ring where they show optical depth variations of 20 to 50% about a 
mean optical depth ranging from O. 6 to 3. 0. 

[ 447 J 
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The investigation and explanation of the dynamical features of the rings 
have fascinated theoreticians over the past several centuries. Critical de
velopments were provided by Maxwell (1859), who deduced that the rings 
were made up of a large number of orbiting particles, and by Jeffreys 
(1916, 1947) who was the first to realize that the particles in the rings fre
quently collide with each other. Jeffreys further showed that dissipation due 
to these collisions would rapidly flatten the system into a thin disk with a 
thickness of the order of a few particle diameters, and, on a longer time 
scale, would tend to spread the ring out in a radial direction. Contemporary 
researchers have concentrated on more detailed mathematical formulations 
of the collisional dynamics and the resultant transport processes. Such a de
scription is essential if we are to deduce the basic mechanisms that determine 
the thickness, cause the radial structure, and regulate the overall evolution 
of the ring system. For example, we may ask whether the rings have a long 
enough evolution time scale to have existed for the lifetime of the solar sys
tem. A well-established model for the collisional dynamics of ring particles 
is also required when one considers the tidal interaction between Saturn's 
inner satellites and the rings. Some features in the rings such as density waves 
and sharp ring edges have been attributed to these interactions (see chapters 
by Borderies et al. and by Shu). A third example is the question of the sta
bility of collisional evolution of the rings. Some features such as the density 
variations in the B Ring may be caused by a diffusion instability. 

In this first section we discuss in an approximate way the important 
physical processes governing the evolution of a collisional particle ring. In 
later sections we discuss numerical simulations (Sec. II) and in a more rigor
ous fashion, the equations governing the evolution, first on the basis of kinetic 
theory (Sec. II) and then on the basis of the fluid approximation (Sec. III). In 
Sec. III we also analyze the energy budget and energy redistribution in an 
evolving particle disk. From these analyses, the evolution time scale of the 
rings as well as their thickness is deduced. 

Having constructed a dynamical model for the rings, we examine in Sec. 
IV the stability of the system. In particular, we establish a general criterion 
that can be used to determine both the thermal and diffusive stability. This 
criterion is found to depend critically on the particular form of the coefficient 
of restitution as a function of impact velocity. We show that rings with optical 
depth of order unity are unstable and have a tendency to diffuse into ringlets. 
Qualitative comparisons between theoretical models and the observed radial 
structures in Saturn's rings are also presented. In Sec. V we discuss how the 
theory is modified if the finite size of the particles and interparticle gravita
tional effects are taken into consideration. Finally, in Sec. VI, we make some 
attempts towards incorporating the effects of a realistic distribution of particle 
sizes with a simple idealized model. We show that the density variations in 
large and small particles may be very different in the unstable regions. Section 
VII summarizes our conclusions. 
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A. The Role of Collisions 
A planetary ring system, like Saturn's, consists mostly of small particles 

in nearly circular orbits about the central planet. Between successive colli
sions with other particles, the motion of an individual particle is described 
by Kepler's laws. For circular orbits the angular frequency of a particle is 
fl = (GM/r3 )½ where r is the distance from the central mass M. We now 
estimate the importance of collisions in a disk system of identical particles. 
The collision frequency We can be obtained in terms of the particle density 
(number per volume) N, the cross section 1rR / of a typical particle of 
radius Rp, and the velocity dispersion c, such that we = R;, Ne. The scale 
height H of the disk is given by NH = aim, where u is the surface density 
in g cm-2 and m is the mass of a particle. If the velocity dispersion, which 
characterizes the random motion of the particles with respect to the local cir
cular orbit, is approximately isotropic, thenH = c/fl (derived in Sec. 11.B.3). 
Then we = R~ufl/m = rfl/1r, where the optical depth T = 1rR;ulm by defini
tion. Thus in regions where r = I, as, for example, in portions of Saturn's 
rings, a typical particle has a collision with a neighboring particle at 
least twice per orbit. Since orbital periods in planetary-ring systems range 
from a few hours to a few days, even if T is as low as 10--3, a particle 
would still experience a billion collisions during the lifetime of the solar 
system. Thus collisions are clearly an important process (see chapter by 
Weidenschilling et al.). 

Suppose we start with a set of particles in eccentric and mutually inclined 
prograde orbits about the central mass M. Collisions between particles tend 
to dissipate relative kinetic energy and thus to damp relative motion. In 
a few collision times this process should result in evolution towards coplanar, 
circular orbits (Jeffreys 1947). As a simple idealized example consider two 
coplanar particles with identical eccentricities e colliding at a distance 
r from M, when one particle is at pericenter and the other at apocenter. 
Because of angular momentum conservation the former is moving faster 
than the circular velocity at r;adius r while the latter is moving more slowly. 
In the case of a purely inelastic collision, the relative motion is completely 
damped so that the two particles move in the same circular orbit with the 
same total angular momentum as in the original orbits. Meanwhile, the total 
energy has decreased by the amount of their original relative kinetic energy, 
which is given by ~e 2 GM/(2r). Similarly, collisions between particles in 
mutually inclined orbits (inclinations ± i) result in damping of relative 
kinetic energy (~2i' GM/r) and establishment of coplanar orbits with the 
same total angular momentum. 

Now consider the situation when the system has approached the disk state 
with nearly circular and coplanar orbits. The relative motion between particles 
is now dominated by the radial gradient in the circular orbital velocity. The 
system will continue to evolve toward a state of lower energy because energy 
is dissipated during collisions. To illustrate the form that this evolution takes, 
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we consider two particles in nearly coplanar, circular orbits. The total energy 
is 8= m (E, + £ 2 ) and the total angular momentum per unit mass isl= J, + J2 

where 

E = Jf /2r~ -GM!r; (1) 

and 

(2) 

The change in the energy of a particle results from changes in both 11 and r1• 

However, as already noted above, collisions on the average will tend to 
circularize orbits. Hence, for the purpose of calculating average energy 
changes, transitions due to collisions can be thought of as changes from one 
circular orbit to another. In this case a change in energy can be expressed 
solely in terms of a change in angular momentum: 

dE J -=-=..,. dJ r" u . (3) 

The change in E caused by a change in r can be ignored because for circular 
orbits 

~: I.J= const 

J2 GM 
--3 +-.-=O. 

r r 
(4) 

Now consider a small change in the individual angular momenta of the two 
particles, keeping total angular momentum constant. We have 

(5) 

since dJ = dJ, + dJ2 = 0. Thus for r, > r 2 , d8 <0 if dl, > 0. This argument 
was used by Lynden-Bell and Pringle (1974) to show that evolution toward a 
lower energy state is achieved by exchanging angular momentum in the direc
tion such that particles in orbits with smaller sernimajor axes give up angular 
momentum to those in orbits with larger sernimajor axes. They use a similar 
argument to show that energy is also reduced by a net movement of mass to 
smaller radii. 

The overall effect of collisions is thus first to circularize the orbits on a 
short time scale and then, on a much longer time scale to transport angular 
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momentum from the inner to the outer region of the disk. The angular momen
tum transport results in transport of some mass toward the outer edge, but the 
bulk of the mass must drift inward as a result of the continual dissipation, 
which must be supplied from the gravitational energy of the disk. 

This continual liberation and subsequent dissipation of energy will tend to 
maintain a small finite velocity dispersion. The minimum possible relative 
velocity of particles in nearby circular orbits, caused by the difference in 
angular velocity across one particle diameter 2Rp, is ORP. Since the orienta
tion of contact of particles at collision will be nearly random, interchange 
between motions in different directions remains possible. As a result, a finite 
velocity dispersion in the vertical direction of order ORP is unavoidable 
(Jeffreys 1947). If the velocity dispersion becomes much larger than 0Rp, 
then the mean motion will no longer dominate the outcomes of the colli
sions and the rapid damping of random motions described at the beginning 
of this section will dominate. The disk will tend toward a steady state with 
a thickness on the order of a few particle radii. The efficiency of the angular 
momentum and mass transfer process in the disk is determined by the 
collision frequency and the mean free path of particles. Thus the structure 
and evolution of the system is determined by the detailed properties of 
the collisions. 

B. Transport Processes 
From the data mentioned above, we can deduce that each ringlet is 

composed of a large number of particles. Hence, any theory of the formation 
of these large-scale structures must ultimately abandon the detailed descrip
tion of individual particle trajectories and adopt either a statistical mechanical 
or a fluid-dynamical formulation (see Sec. 11.B .1) which describes the aver
age behavior of a collection of particles as a whole. In this section (I.B) we 
estimate evolutionary time scales for significant radial spreading of the rings 
using these two approaches. We then (in Sec. I.B.3) consider the fundamental 
condition for energy balance and the role of the coefficient of restitution in 
establishing this balance. These concepts will be used in following sections to 
construct the steady-state vertical structure of the rings and to establish the 
stability of the steady state. 

1. Statistical Properties of Particles in Planetary Rings. The random 
orientation of deviations from the local circular orbit effectively reduces the 
most important aspect of the particles' dynamical evolution to a I-dimensional 
flow, i.e., a spreading in the radial direction. In a planetary ring with a 
moderate optical depth, a particle usually travels over a distance comparable 
to the circumference of an orbit between successive collisions. However, 
most of this journey is traveled in the tangential direction. Since we are 
primarily interested in efficiency of diffusion in the radial direction, the typi-
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cal radial excursion between successive collisions may be regarded as the 
relevant scale for the mean free path. 

If a typical particle experiences at least two collisions per orbit around the 
central planet (i.e., We ;;;,: Ohr or alternatively T ;;;,: 1 ), this radial mean free 
path is approximately A = clwc. If the number of particles in a ring is rela
tively sparse (i.e., T< < 1), the collision frequency may be small compared 
with the orbital frequency. In this case, the radial excursion of the particle is 
bounded by its orbital eccentricity e so that the mean free path approaches its 
upper limit of ae = c/0 where a is the semimajor axis of the orbit. For 
arbitrary T both limiting values of A may be included in a single prescription 
(Cook and Franklin 1964; Goldreich and Tremaine 1978) such that 

(6) 

The above form of the mean free path is entirely analogous to that for a plasma 
whose motion is confined by a magnetic field (Spitzer 1962). For a typical 
particle, the mean radial excursion after n such collisions may be approxi
mated by the random-walk expression, !:::.r = n½ >... Thus, the time scale tR\v 

required for a typical particle to randomly walk over a distance !:::.r is 

(7) 

The above results indicate that a particle can diffuse over a distance > 10 
aeon a time scale 100 (1 + 7')/(Tfi) which is longer than both the dynamical 
(orbital) and collisional time scales. So far, we have ignored the change in T 

and c as a result of radial spreading. Thus the above ''instantaneous'' estimate 
may be applied to relatively small but not to arbitrarily large radial spreading. 

2. Collective Nature of the Particles. In a typical planetary ring, the 
particles' mean free path A is normally much smaller than the radial extent of 
the ring. Provided that the disk properties do not vary too rapidly with radius, 
we may choose a radial scale, !:::.a, which is both much smaller than L, the 
scale over which there is appreciable change in the physical properties of the 
ring, and much larger than A. Over !:::.a, the particles have very similar kinema
tic properties so that their physical properties may be analysed in a collective 
manner. This aspect of the ring dynamics satisfies the requirements for a fluid 
description (Boyd and Sanderson 1969). In practice, since the mean free path 
in the radial direction is limited by the eccentricity of the orbit such that A :o;;: 

ae, a collection of particles contained in a ring of width !:::.a may be regarded 
as a basic fluid element provided that !:::.a > 10 ae and the collisionally induced 
dynamical evolution is stable on this scale. 

The spreading rate may, therefore, also be obtained from fluid dynamics. 
This approach has been applied to the studies of gaseous accretion disks 
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(Lynden-Bell and Pringle 1974). In this case, the combined presence of vis
cosity and differential rotation induces a viscous stress that leads to an out
ward transfer of angular momentum and a general spread of a ring. The 
efficiency of angular momentum transfer is determined by the magnitude of 
the viscosity JI. If JI is a function of position only, the time scale for spreading 
in the radial direction is tv = (Ar)2 /J1 (Lynden-Bell and Pringle 1974), as long 
as the radial spreading is small enough so there is not a substantial change in 
JI. The basic expression for the viscosity is JI = We A•, so that 

r =-- n· -1 +T• (Ar)" 
v We C 

(8) 

Since 7" = 1rwelfi, t v is determined by the identical physical parameters as in 
the heuristic kinetic argument (see Eq. 7). 

3. Energy Transport Processes. Both the kinetic and fluid treatments of 
diffusion processes indicate that JI is a function of T and c. Thus, the determi
nation of the magnitude of JI requires a prescription for the velocity dispersion 
which can be established through consideration of the detailed energy trans
port processes. Consider two neighboring particles with nearly circular orbits 
separated by a radial mean free path. The difference between their precolli
sional circular velocities is of order Afi. After a collision they will move apart 
with a comparable velocity difference but their orbits will be reoriented. 
Consequently, they will each acquire an orbital eccentricity of the order Ala = 
c/fia. The energy change per unit mass associated with this gain in the 
eccentricity is of the order (A/a )2 (fia )" = A •n•. Since the kinetic energy per 
unit mass associated with eccentric motions is, in practice, the energy as
sociated with dispersive random motion, i.e. c 2

, its rate of increase may be 
determined in terms of the collision frequency We such that E 1 = c 2 We = A 20 2 

We. In the fluid approach, this tendency for increases inc is normally attri
buted to the effect of viscous stress. In a differentially rotating disk, the 
viscous stress continually converts energy, from that stored in the systematic 
shearing motion into that associated with random motion, at a rate 

E1 = JI (roO!or)" (9) 

per unit mass, which is of the order J1!l2 for Keplerian orbits. With the 
substitution of the above formula for viscosity, the hydrodynamic treatment 
once again provides us with results indentical to those obtained from the 
kinetic approach. 

In the absence of any dissipative process, the collection of particles 
would be ''heated up'' in the sense that the dispersion velocity would increase 
indefinitely. However, typical collisions between particles in the ring are 
partially inelastic. In the standard terminology for elasticity theory the amount 
of energy dissipation may be quantified with a coefficient of restitution E 
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having values between zero (totally inelastic) and unity (perfectly elastic). 
Formally, e may be expressed in terms of the relative velocities g11 = v,11 - v211 

and ga = v,a - v2 a, before and after a collision between two particles. The 
central premise of the inelastic hard-sphere model states that the collisional 
change in relative velocity is proportional to the component of the relative 
velocity normal to the impact surface such that 

(10) 

where k is the unit vector pointing from the center of particle l to the center of 
particle 2. In planetary rings, the typical value of the impact velocity (which 
we write as Ve = j g11 I = g) is normally comparable to the dispersion velocity 
so that an amount (l -e2

) c 2 of the kinetic energy per unit mass associated 
with random motion is dissipated into heat after each collision and is 
eventually radiated away from the system. The total number of collisions 
per unit time interval in the disk is Wr so that the total rate of energy dis
sipation per unit mass is 

(11) 

At any radial position in the rings, the local kinetic energy associated 
with random motion may be changed by several other energy transport 
processes such as the advective transport caused by the bulk motion of the 
particles and the conductive transport induced by collisions between particles. 
However, these processes are normally much less efficient than the above 
local energy-generation and energy-dissipation mechanisms. Thus, a local 
energy equilibrium can only be established if these two processes are deli
cately balanced. The condition for energy balance is 

(12) 

The above equation implies the following relationship between e and r for a 
disk with uniform particle size: 

(13) 

where b is a constant of order unity (Cook and Franklin 1964; Goldreich and 
Tremaine 1978). This equilibrium e-r relation does not explicitly depend on 
the velocity dispersion because both E1 and Ed have the same velocity depen
dence. In general £1 would have a different velocity dependence than Ed (if, 
e.g., we had included gravitational interactions between particles) and the 
energy balance would determine an explicit formula for the equilibrium veloc
ity dispersion (Safronov 1969; see also chapter by Ward). In the present case, 
the equilibrium velocity may be determined from Eq. (13) once the depen-
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dence of e on impact velocity is specified. Equation (13) also establishes a 
relation between JI and c, since JI = We >...2 and>... is given by Eq. (6). 

If e is independent of Ve, the rings may never establish an energy equilib
rium and would either expand into a torus or collapse into a monolayer disk. 
This evolutionary tendency, which occurs because an increase in the velocity 
dispersion due to collisions is not compensated by an increase in dissipation, 
is somewhat analogous to thermal instabilities in accretion disks (Pringle et al. 
1973; Shakura and Sunyaev 1976; Faulkner et al. 1983). However, E for 
various rocky and metallic materials has been measured experimentally and 
found to be a monotonically decreasing function of Ve (Goldsmith 1960; see 
Sec. IV.B.1 for further discussion). If the ring particles have similar mechani
cal properties, the low-velocity collisions are much more elastic than high
velocity impacts. Consequently, for a ring with a particular T, Ed increases 
faster than c 2 while E, increases only as fast as c". Thus, for small c, the 
collisions would be mostly elastic so that E, > Ed- In this case, the velocity 
dispersion of the particles would increase exponentially until E were reduced 
to a small enough value such that E, = Ed. Alternatively, for large c, Ed could 
be greater than E, so that the kinetic energy stored in random motion would be 
continually drained until c were sufficiently small to establish an energy 
equilibrium. In the case that gravitational scattering is a significant energy 
source for random motion, a stable energy equilibrium can be established 
even if E is independent of velocity because the effectiveness of gravitational 
scattering decreases with increasing relative velocity (chapter by Ward; also 
see Sec. V.A.1 below). 

The above heuristic arguments indicate that, if E is a decreasing function 
of Ve, not only is there an energy equilibrium, but this equilibrium is stable. In 
a particle ring, the energy equilibrium is established on the time scale for 
energy to diffuse through the thickness of the ring. For a semitransparent ring, 
this time scale is comparable to the orbital period (Goldreich and Tremaine 
1978). Since the ringlet structure in Saturn's rings appears to be persistent 
over times much longer than the orbital period, it is reasonable to assume that 
these regions are in an energy equilibrium. Then, as shown above, the energy 
balance equation constrains E(T). If e(vc) were known, this constraint would 
lead to c( T) and J1( T) relationships which could be used to examine the evolu
tion of the rings through solutions of the momentum equation alone. 

II. MATHEMATICAL FORMULATION: KINETIC THEORY 

A. Numerical Simulation 

The collective physical processes, which were heuristically described 
above, occur on the length scale of a few mean free paths and on a time scale 
comparable to the orbital period. These length and time scales are much too 
small to be resolved by any current observations so that it is rather difficult to 
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Fig. 1. The evolution of the distribution of particles' semimajor axes (a'-ii')l. The subscript 
zero refers to the initial state. Curves are labeled with value of E. Open circles: numerical 
calculation by Hameen-Anttila and Lukkari (1980). Solid curves and dashed curves: results 
of two different analytical calculations by Hameen-Anttila (1978). Times are given in units 
of the orbital period (figure from Hameen-Anttila and Lukkari 1980). 

directly compare theories with observations. However, the results of numeri
cal simulation may be compared with theoretical arguments to verify the 
validity of various assumptions and to identify the key processes which domi
nate the evolution of the system. In the simulations ofTrulsen (1972a), Brahic 
(1977), and Hameen-Anttila and Lukkari (1980), the particles are modeled as 
identical rigid spheres which interact according to the hard-sphere collision 
model often used to simulate molecular dynamics. To simulate particle rings a 
degree of dissipation in the collisions must be included according to Eq. (10). 
The advantage of this idealized prescription is that comparisons between 
numerical and analytic solutions may be readily obtained. 

The first step in a numerical simulation is to examine the simplest evolu
tionary tendencies, e. g., the radial spreading of a particle disk due to colli
sions. This effect is measured by the secular changes in the distribution of the 
particles' semimajor axes (a"-a")½ (Hameen-Anttila and Lukkari 1980). 
According to the arguments in Sec. I, the rate of change in (a'-a ")½ must 
be a function of e. This qualitative expectation is indeed confirmed by the 
results of the numerical simulation. In Fig. 1, the circles denote simula
tions for several (constant) values of e whereas the solid and dashed lines 
outline the results of two different analytic calculations by Hameen-Anttila 
(1978). There is a general agreement between the numerical and analytic 
results. 

As the evolution proceeds, the ring's thickness is automatically adjusted 
to establish an equilibrium velocity dispersion and scale height. The simula-
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Fig. 2. The evolution of the mean eccentricity (l)• and the mean inclination (i')I. Both sets 
of curves have been normalized to unity at t = 0 and are the same within the resolution of 
the plot. Notation is the same as in Fig. l (figure from Hameen-Anttila and Lukkari 1980). 

tions illustrate the rapid initial flattening and radial spreading of the system. 
The outcome is critically dependent on the prescription for e that determines 
the rate of dissipation of orbital kinetic energy. Hameen-Anttila and Lukkari 's 
(1980) numerical simulations show how the ring settles into a flat-disk struc
ture with root-mean-square orbital eccentricities and inclinations compar
able to Rp/a if collisions are very inelastic (Fig. 2). Conversely, for highly 
elastic collisions, the ring evolves into a thick torus (Fig. 2). For moderate 
values of e (e.g., 0.5 < e < 0. 75), the velocity dispersion may be main
tained at an approximately constant value. Their analytic results also show 
similar evolutionary tendencies. Numerical simulations in which e decreases 
with velocity of impact have also been carried out. Incorporating the prescrip
tion e = exp (-kvc), where k is a constant, Hameen-Anttila and Lukkari 
found that the velocity dispersion adjusted to allow energy equilibrium. 

Regardless of the detailed prescription for e, the orbital eccentricity and 
inclination quickly establish a quasi stationary equilibrium distribution of 
the form 
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F(x) = x" exp (-Cx 2/x");x = e, i (14) 

with the power index n slightly less than unity (Trulsen 1972a ). One possible 
interpretation for this dynamical property is that there is a general tendency for 
F to relax quickly into a maximum entropy state allowed under various colli
sional constraints. In such a state the particles assume a Gaussian distribution 
of random kinetic energy such that 

F(E) - exp (-Cx2 /x2 );x = e, i. (15) 

The corresponding distribution fore and i is a Rayleigh distribution which has 
a functional form similar to Eq. (14) with n = 1. Since there are two degrees 
of freedom associated with the planar motion, the energy equipartition 
induces (i2 /e-2 )½ = l/V2, if collisions are isotropic. Numerical simulations 
do in fact evolve to states near energy equipartition in e and i (see e.g., Trulsen 
1972a). If e is very small, particles settle down in a near-monolayer structure 
such that the orientation of colliding bodies (specified by k) becomes aniso
tropic with a preferred orientation in the plane of the rings. Hence, the random 
motion associated with orbital eccentricities is damped more effi
ciently than the motion due to orbital inclinations. Both numerical simula
tions and analytic solutions indicate that the ratio (i2 I i')i decreases with 
increasing e: (Fig. 3). 

' ' ' .9 ' ' ' 
~-8 

', 
' ', 

-- ' 
~~ .7 

':-.. 
> 

.6 

0 

.5 
0 .25 .50 .75 1.00 

E 

Fig. 3. The stationary value of (i'le')I as a function of e. Theoretical calculations (solid and 
dashed curves) and numerical simulations (open circles), as well as the figure itself, come 
from the work of Hameen-Anttila and Lukkari (1980). 
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In contrast to the above studies of hard-sphere collisions, Trulsen (1972b) 
considered a more general collision model, the so-called snowflake model. 
Because of the assumed fluffy structure of the particles, this collision model 
led to an enhanced energy dissipation for grazing collisions, i.e., those which 
are most effective at producing random motions. When this model was used in 
a 2-dimensional simulation (all particles in the same plane) a small degree of 
radial focusing and clustering of pericenter arguments was observed. Brahic 
and Henon (1977) made a preliminary test of a similar collision model in 3 
spatial dimensions but did not report any results concerning radial clumping. 
Another mechanism, which can produce very definite local density enhance
ments, is the so-called diffusion instability, discussed in Sec. IV, which can 
occur even in the hard-sphere collision case as long as the coefficient of 
restitution is a decreasing function of impact velocity. 

B. Analytical Approach. 

The qualitative reasoning provided in Sec. I is too general to provide a 
deep appreciation of the detailed evolutionary characteristics. Due to the 
limitation of computers, numerical simulations are normally carried out with 
relatively coarse spatial resolution, limited number of particles, and for rela
tively short time scales. In order to make further progress towards a general 
understanding of the dynamics of planetary rings, rigorous mathematical 
analyses are necessary. In this section we discuss the dynamics from the point 
of view of the kinetic theory of gases. 

1. Boltzmann Equation. The statistical properties of the particles may be 
expressed in terms of a probability density f(m, r, v, t) for finding a particle of 
mass m at position r with velocity v at time t. Alternatively ,f may be referred 
to as the distribution of particles in position-momentum space. In terms off, 
the evolution of the system is described by the Boltzmann equation 

. a a au a 
(at+ V; ax; - ax, av; ) f(m) = L 6[f(m),f(mj)] (16) 

j 

where x and v are the position and velocity, respectively, expressed in some 
orthonormal coordinates. U(x) is the gravitational potential due to the planet, 
its satellite system, any massive satellites that are imbedded in the rings and 
not included in the collection of particles described by f, and the self gravity 
of the particles included in the distribution function f. The right-hand side of 
the above equation represents the rate of change off caused by collisions 
with particles of mass mi. 

The complexity of the collision integral generally prevents an exact solu
tion of the Boltzmann equation. Considerable simplification can be achieved 
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by replacing it with three sets of moment equations, obtained through multi
plication, respectively, by I, v;, and V; vj, and integration over all velocities 
(e.g., Goldreich and Tremaine 1978): 

where 

iJN a iJN 
-+-(Nu;)=(-) at ax1 at c 

a a 
at (p;j + Nu;Uj) + axk (Puk + UiPik + UkPii + UjPik 

N = jfd3v, Nu 1 = jfv;d3v 

Pii = j f (v1-u 1) (vi-ui)d 3v . 

(17) 

(18) 

(19) 

(20) 

In general, u1 consists of the local Keplerian circular velocity plus the radial 
flow generated by viscous evolution. These equations are entirely analogous 
to the moment equations of the kinetic theory of gases. This procedure of 
replacing the particle distribution function in the Boltzmann equation with its 
first three velocity moments is commonly referred to as the ''hydrodynamic 
approximation." Note that this level of approximation is more general than 
the true "fluid" description given in Sec. III, which makes the further approx
imation that the diagonal components of pressure tensor Pu are equal and thus 
may be replaced by a scalar pressure p. 

In this treatment the physical processes which essentially determine the 
evolution of the rings are contained in the collision terms. For example, the 
term (iJN/at)c describes the evolution of the distribution function f due to 
coagulation and shattering whereas the term [o(Nu 1)ot]c includes, in addi
tion, the effects of particle spin. The term (op1/ot)c is due to contributions 
from gravitational scattering and inelastic collisions among the disk particles 
themselves. If all of these contributions are included at once, the mathe
matical complexity of the solution may easily obscure a general appreciation 
of the basic dynamical characteristics of the rings. Thus, it is advanta
geous to analyse the problem piecewise by considering only the dominant 
processes first. The simplest approach is to assume that the planetary rings 
are made of identical, hard, indestructible, nonspinning spheres, so that 
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the collisional contribution to the zeroth- and first-moment equations (i.e., 
the right-hand sides of Eqs. (17) and (18) may be ignored). However, the 
effects of collisions in the second moment equation may not be ignored 
because these effects are essential for determining an energy equilibrium. 

With the above assumption, the zeroth-moment equation is reduced to a 
simple continuity equation in which the evolution of the particle distribution 
function is determined by the gradient of the particle flux. The evolution of 
the flux may be readily obtained from the simplified first-order moment 
equation; it is determined by the gradient of the planet's gravitational potential 
and a collective stress due to the gradient in the pressure tensor p. Although 
the gravitational influence of the planet does not change significantly in time, 
the stress does. 

The evolution of the stress tensor must be obtained from the second-order 
moment equation, which includes both the collisional effects and a contribu
tion from a third-order pressure tensor Piik· The third order tensor must in tum 
be determined from a higher order moment equation. Since this mathematical 
procedure may be continued to arbitrarily high order, the hierarchy of velocity 
moments must be truncated at some stage. In the standard treatment of the 
problem (i.e., the hydrodynamic approximation used by Goldreich and Tre
maine [1978 ]), the moment equations are closed by neglecting the third-order 
velocity moment off occurring in the second-moment Eq. (19). Provided that 
the physical parameters such as the number density do not change signifi
cantly over a radial scale comparable to the vertical scale height, such an 
approximation is justified since the third-order velocity moment is smaller 
than the magnitude of all other contributions in the second-moment equation, 
by a factor approximately equal to the orbital eccentricity. Through such an 
approximation the velocity dependence of the probability density is totally 
constrained once a prescription for the collisional integral is specified. 

2. Collisional Integrals. In general, the derivation for the collisional 
integral is rather complex since it contains contributions from various physical 
processes. Here, standard approximations used to evaluate collisional effects, 
such as the Fokker-Planck approximations, are not generally applicable be
cause they are usually calculated for small-angle scattering whereas direct 
collisions in planetary rings result in large-angle scattering. One possible 
method adopted by Cook and Franklin (1964) is to use a Krook model for 
collision terms such that (8f/8t)c = We (j0 -f) where/0 is a Maxwellian which 
has the same number and energy density as/. The disadvantage of this method 
is that the energy loss due to inelastic collisions is not directly included in the 
above equations. In order to achieve an energy equilibrium, Cook and 
Franklin introduce an ad hoc prescription to account for the energy loss 
without altering the basic collision formula; thus the results of their calcula
tions may be an artifact of their adopted assumptions. However, the eva
luation of the collisional integral may be simplified considerably with the 
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adoption of the following assumptions: (1) all particles are identical; (2) all 
collisions are hard-sphere collisions; (3) the particles' size is small compared 
with the interparticle spacing; (4) the epicyclic nature of the deviations from 
coplanar circular orbits is neglected so that the random velocities may be 
assumed to have a Gaussian distribution. The implications of this last ap
proximation have not been thoroughly investigated, although Baxter and 
Thompson (1973) and Hameen-Anttila (1978) have begun work in this 
direction. Under these assumptions, Trulsen (1971) derived the collisional 
integral associated with collision law (Eq. 10): 

6' [f,f] = ( : t = 4R; Jf fj(v.*)/(v2 *)/E2 

(g· k)>O 

-/(v,)f(v2 )](g · k)d kd"v 2 (21) 

where 

(1 + E) 
2 E (g. k) k (22) 

and RP is the radius of a particle. Substituting this expression into the 
second-moment equation to replace the collisionally induced pressure tensor 
term, we find 

(23) 

where oii is the identity tensor. A similar expression for the above equation 
has been obtained by Goldreich and Tremaine (1978) for the special i = j case. 
In the following discussion we shall use a cylindrical coordinate system 
(r, 0,z). 

In order to evaluate the collision integral in Eq. (23) we must specify 
the velocity dependence of the distribution functionf(v) as well as of the co
efficient of restitution e. The results of the numerical simulations indicate 
that particle energies quickly establish an approximately Gaussian distribu
tion (see Eq. 15). For most analytic treatments of the problem, it is usually 
assumed (Goldreich and Tremaine 1978; Hameen-Anttila 1978) that f has 
a 3-dimensional G_aussian distribution and that it may be expressed in terms 
of a velocity dispersion tensor Tu= p;;IN such that 

(24) 
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The trace of T (i.e., TrT = T 11 + T22 + T33 ) equals the mean square of the 
velocity dispersion, c 2 , due to orbital eccentricity and inclination. The basic 
motivations for adopting this particular expression are: (1) it satisfies the 
steady-state solution of the second-moment equation in the limit where colli
sions have a negligible effect on the evolution of the rings (i.e., T rr = 4T88 ; 

Tr8 = 0); (2) it reduces to a Maxwellian form in the isotropic collision 
dominated limit (Tu = TrT o;)3); and (3) it attains a nonvanishing Pro which 
induces angular momentum transport and matter redistribution. With minor 
alterations, a more general distribution function may be constructed to include 
the asymmetric distributions of pericenter arguments and ascending nodes 
(Hameen-Anttila 1978). 

Further progress can only be made with additional approximations. The 
standard procedure to follow at this point is to assume that E has a weak 
dependence on Ve, Since the relative velocity has a Gaussian distribution, 
most of the collisions occur with c 2 = TrT. Thus, it may be resonable to treat 
E as a constant term in the integration and remove terms containing E outside 
of the integral. The error introduced by this procedure may be simply treated 
as a deformation of E since it is uncertain anyway (Hameen-Anttila 1981). 

Despite the above approximation, the anisotropy of the tensor T still 
prevents the exact evaluation of the integral in Eq. (23). However, it is 
possible to transform the integration variable into a diagonalized form so that 
the dimensionality of the integral may be reduced to one. The remaining 
integral can be evaluated easily over two of the principal axes. After some 
coordinate transformations, the integral over the third principal axis may also 
be evaluated if the velocity dependence in E is ignored. The resultant integral 
can be expressed as 

(l+E) 
(25) 

where 11 and Jiq are symmetric functions of p 11 /pii and pi;lpkk, respec
tively, and can be expressed in terms of elliptical integrals (Goldreich and 
Tremaine 1978). However, the resultant integrals are sufficiently complex 
so that it is usually more convenient to evaluate them numerically. 

Alternatively, the integral may be evaluated analytically under the as
sumption that one factor of g in the integrand may be approximated by a 
constant value 

(26) 

(Hameen-Anttila 1978, 1981). This approximation is analogous to the earlier 
approximation where terms containing E are pulled out of the integral. The 
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basis of the approximation is again the Gaussian form of the velocity distribu
tion which implies that the dominant contribution of the integral may be 

attributed to a sufficiently narrow range of the integration variable that g may 
be treated as a constant. The numerical coefficient in g O was chosen to yield 
the exact result for the special case of an isotropic velocity distribution. The 
accuracy of this approximation is tested by a direct comparison with the 
numerical calculations below. With this approximation, the integral becomes 

. (27) 

3. Mass and Momentum Transfer. With the evaluation of the collisional 
integral, we now discuss the evolution of the mass distribution in the rings. In 
order to simplify this analysis, we examine the z-dependence of N with a 
thin-disk approximation. The basis of this approximation is to assume that the 
variation of gravitational potential in the vertical (z} direction is relatively 
small so that the dependence of physical parameters on the two independent 
spatial variables r and z, may be separated and the general physical properties 
of the disk may be averaged over the z direction. With this approximation, 
the dynamics of a disk or a ring may be characterized primarily by the evo

lution of the surface density <r = m JN(z)dz. To determine <r(r) we con
sider a thin, smoothly varying disk where the thicknessH <<rand the radial 
gradient of H, dH ldr, < < 1. Then the bulk motion in the vertical direction 
Uz = (iJH/iJr)ur is generally much less than Ur· With the neglect of contribu
tions from Uz the z component of the first-moment equation is reduced to 

(28) 

If we assume T zz is independent of z for a thin ring, we deduce from the above 
equation that the number density of the disk particles decreases exponentially 

with z such that 

N(z) = N(O) exp[-fl2z2 /(2Tzz)l (29) 

whereN(O) is the number density at the mid-plane. Consequently, the vertical 

scale height H = (Tzz)½/0. Integrating N(z) over z we find <r = N(O) 

m(21TTzz)ilfl which also implies T = 1T R~<rlm = wclfl. 

If Tii is independent of z, J Pii dz = <rim Tii and the first-order moment 

equation reduces to 

OUr OUr GM l a 
--+ u -- - 0 2 r = - - + T nn - - or (mT nn) (30) 

ilt r ar r 2 <rr 
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and 

The dominant terms in Eq. (30) are 0 2r and GM /r 2 unless either rJ or Tee 
varies significantly over a characteristic length scale L comparable to H. For a 
typical, thin, smoothly varying disk, Lis generally much larger thanH so that 
Eq. (30) merely provides a requirement for the rotation law to be Keplerian, 
i.e. fl= (GM/r3 )½ at all times. In this case, equation (31) reduces to 

(32) 

The variable rh may be interpreted as the mass transfer rate in the radial 
direction. Under the special condition of steady-state flow, i.e., when 
8rJ/8t = 0, m is independent of radius and 

(33) 

In general, the evolution of the particle distribution in the disk may be 
obtained from the zeroth-order moment equation: 

4. Evolution of the Pressure Tensor. For the solution of Eq. (34) a 
(a,Tre) relationship must be specified; it can be obtained from the second
order moment equation. If we ignore (8N/8t)c and (8Nu;l8t)c we can write 
this equation in the simplified form 

(35) 

In a thin, axisymmetric disk, Prz = Pze = 0 so that there are only four 
nonvanishing components of the pressure tensor. However, even if we neglect 
contributions associated with Uz, vertically average the equations, and assume 
L > >H (see Sec. II.BJ), the analytic solutions of partial differential Eq. (35) 
are still not readily transparent without further simplification. In principle the 
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solution depends on the initial conditions in the ring. However, the results 
discussed above indicate that the ring tends to evolve into an energy equilib
rium state on a relatively rapid time scale. In Sec. IV we shall rigorously 
demonstrate that such an energy equilibrium state is stable; for the moment we 
may assume that the pressure tensor is independent of time. Consequently, we 
may obtain an energy transport equation by summing up all the diagonal 
elements of Tu: 

(36) 

The above equation implies that there is an overall balance between the rate 
of energy generation by viscous stress and energy dissipation by inelastic 
collisions. It is of interest to note that when collisions are totally elastic, 
so that the right-hand side of Eq. (36) is zero, the energy generation term 
nevertheless appears finite despite the absence of dissipation. However, 
in this case,. steady-state solutions are not permitted so that Eq. (36) is not 
really applicable. 

Equation (36) may be solved numerically with the aid of the numerically 
integrated values for the collisional integrals (Goldreich and Tremaine 1978). 
Using this approach, we can establish a relationship between E and T from the 
numerical solutions (see Fig. 4), which may be expressed as 

E = [l - b/(1 + T 2 )]i (37) 

where b is a numerical constant equal to 0.61. This relationship is identical, 
within a constant factor of order unity, to that derived from the heuristic 
arguments in Sec. I. 

Alternatively, we may utilize the simplified, analytical, approximate 
solutions for the collisional integrals (Eq. 27). In a thin disk, the second
order moment equation integrated over z becomes: 

'OPrr) OPrr Wo [ ] ( 8t c = ~ -40pr8 = I8 ( l +e) (1 +e)Trp - 3(3-E)Prr (38a) 

(38b) 

(38c) 

( OPzz) OPzz Wo [ ] - = - = - (l+e) (1 +e) Trp -3(3-e)p ar c ot 1s zz 
(38d) 
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Fig. 4. Comparison between the e-r relations calculated by Hameen-Anttila (1978), marked 
H-A, and by Goldreich and Tremaine (1978), marked GT. 

where the effective collisional frequency w 0 can be defined in terms of the 
optical depth T such that 

In a steady state, the energy transport Eq. (36) becomes 

90T re = w 0 (l - E2 ) TrT. 

Substituting this expression for w 0 back into Eq. (38) we find 

9-7e 
T - ---TrT 

rr - 3(3-e) 

l+E 
Tzz= 3(3-e) 

TrT 

3e-l 
Tee= 3(3-e) 

TrT 

(39) 

(40) 

(41) 
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so that 

(42) 

and 

(43) 

Inserting this result back into Eq. ( 40) gives 

(44) 

and, indirectly, a relationship between Tr6 and T. 

The approximate analytic result for the e-r relation in Eq. (43) closely 
agrees with the numerical result represented by Eq. (37) (see Fig. 4) and 
thereby provides an a posteriori justification for the approximation adopted by 
Hameen-Anttila. The largest deviation between the two solutions occurs for 
small optical depth because the departure from isotropy in the velocity distri
bution is greatest at low collision frequencies. With some modifications and a 
more complex approximation for the collisional integral, a closer agreement 
between analytic and numerical results may be obtained (Hameen-Anttila 
1978). 

5. Collision-induced Viscous Evolution of the Disk. In the previous sec
tion, we outlined two methods, both involving a rather restrictive set of 
assumptions, of obtaining relationships between T and € and between T Ii and 
TrT. These relationships may be used to study the long-term viscous evolution 
of the disk. Provided that the disk is thermally stable, the thermal equilibrium 
solutions are fully applicable for this purpose since the time scale for estab
lishing an energy equilibrium is much shorter than the diffusion time scale. 
The evolution is determined by the solution of the mass diffusion Eq. (34) 
which contains variables such as er and Tr 6• Thus, in addition to the above 
results a relationship between T (or e) and any component of the pressure 
tensor must be specified before the diffusion equation may be solved as an 
initial value problem. 

If there is a one-to-one correspondence between E and Ve (or TrT) such 
that TrT = c 0

2f(e/e0 ), wheref is some function to be determined experimen
tally andf(l) = 1, the diffusion equation may be written 

(45) 
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The analytic, approximate expression for Tr 81TrT is given by Eq. (44). 
Since there is a relationship between E and T (see Eqs. 37 or 43), the right
hand side of the diffusion equation contains a function, say h, of T and the 
two independent variables, r and t. It seems likely that h(r) is a nonlinear 
function of r so that Eq. ( 45) will not in general yield a linear diffusion equa
tion. In particular, since T r<t> is a function of T, its magnitude may change with 
time such that the time scale for radial spreading of a ringlet is not necessarily 
proportional to the square of the width of a ringlet as was assumed in the 
heuristic arguments presented in Sec. I. B . 

Thee-rand Tii-TrT relationships obtained in Sec. 11.B.4 and the e-ve 
relation to be determined experimentally may also be used to deduce a verti
cal scale height for the disk. In particular, from the observed T we can 
determine a corresponding value of E and then, from the e-ve relationship, a 
value for Ve or equivalently TrT. Using the numerical value of TrT in the 
energy equilibrium solution (Eq. 41), we deduce a value for Tm and thus a 
value for H (=T}z/0,). 

Although a e-vc re_lationship is not yet available, we know that for most 
substances, very low-velocity collisions tend to be perfectly elastic. If the ring 
particles' e remains unity up to an impact velocity v 1 , there would be an 
absolute lower limit to the thickness of the rings such thatH ~H, = v/0. A 
ring cannot be thinner than H, because the ring particles do not dissipate their 
dispersion velocity below the critical value which will support such a thick
ness. At large Ve, E decreases with Ve. However, according to the energy
equilibrium solution of the second-order moment Eq. (37), the ring particles' 
E cannot be smaller than 0.62, corresponding to (1-b )½ for T = 0. Below this 
value of e, the collisions are too dissipative to be able to sustain an energy 
equilibrium. If the experimentally-determined E for the ring particles is re
duced to (1-b )½ at some velocity, say v2 , there would be an upper limit to 
the thickness such that H ~ H 2 = v2 /0. If, however, E remains larger than 
(1-b)½ for very larger values of Ve, there would be a limiting value in T. A 
ring with a r close to this limiting value can have a very large velocity dis
persion such that the ring may be very thick and may evolve on a relatively 
short time scale. We show in Sec. IV that the disk is diffusively unstable for 
all r in this case. The presence of regions of very low T which are not in
fluenced by external force fields such as resonant interactions with a satellite, 
will indicate that E for the ring particles indeed reduces below ( 1 - b )½ at rel
atively small impact velocities. 

The above discussions clearly indicate the importance of a theoretically 
determined e-r law and the urgent need of an experimentally determined 
e-v c law. In particular, the limiting value of E for arbitrarily small T and the 
values of E for very small and very large v e basically determine the vertical 
structure and the evolutionary fate of the rings. Recall that the e-r law 
was derived from the second-order moment equation so that its actual pre
scription may be sensitive to the approximations used in evaluating the 
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collisional integral. In view of its importance and the numerous assumptions 
adopted for its evaluation, a more careful analysis of the E-T relationship may 
be useful. 

III. MATHEMATICAL FORMULATION: HYDRODYNAMICS 

A. Basic Formulation 

Although the kinetic treatment is designed to analyze rigorously the 
statistical properties of the particles in the ring, its complexity makes exact 
analytic solutions and their stability analyses unattainable. The above discus
sion is a clear indication that numerous approximations and simplifications are 
required to deduce and verify the most basic results. Overall, the mathemati
cal complexity tends to obscure the central issue and the basic interpretation of 
the essential physical processes which dominate the structure, stability and 
evolution of the rings. However, to a considerable degree, these complexities 
may be reduced by the use of a fluid dynamical approximation. The essence of 
this approximation is that the dispersion velocity ellipsoid has a locally unique 
characteristic shape such that the pressure tensor may be divided into an 
isotropic part, represented by a scalar pressure, and a nonisotropic part rep
resented by a stress tensor. The stress tensor is a product of locally determined 
transport coefficients, such as viscosity, and a globally determined shear 
tensor. This dependence on the global properties in the stress tensor is in 
contrast to the apparently total dependence on the local velocity dispersion 
ellipsoid in the pressure tensor in the kinetic treatment. As the analyses of the 
energy-equilibrium solutions of the second-order moment equations have al
ready indicated, the pressure tensor is closely related to the global shear albeit 
indirectly. Through this approximation, all the complications associated with 
the evaluation of the dispersion-velocity ellipsoid are replaced by prescrip
tions for the transport coefficients. Consequently, the hydrodynamic equa
tions have apparently somewhat simpler forms than the moment equations. In 
this case, the evolution of a ring may be determined from the hydrodynamical 
equations of continuity, momentum, and energy, which for a fluid of density 
p and velocity u can be written as 

dp au1 
-+p-=0 
dt ax1 

(46) 

du; ap au a a [ 2 aui] 
p-d = - -a -p -a+ 2 -a (pveu)+-a (t--3 v)p-a 

t X; X; Xj X; Xj 
(47) 
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( ou; )2 o ( Kp oE ) . 
+pg OX; + OX; ~ OX; + pEc (48) 

where v, g, and K are the kinematic shear viscosity, bulk viscosity, and 
thermal conductivity, respectively, and eii = 0.5(ou 1/ox; + ou;lox1) is the 
shear tensor. The pressure and internal energy (per unit mass) are denoted by 
P and E, respectively, and the rate of energy loss due to inelastic collisions is 
denoted by Ee. The material time derivative, d/dt, contains both the local time 
derivative and the advective operator (u 1 olox1) terms. 

The leading terms of the somewhat simplified hydrodynamic equations 
have direct correspondence to leading contributions in the moment equations. 
From these corresponding terms, we may evaluate the magnitude and physical 
dependence of the transport coefficients. For example, after the vertical av
eraging, the continuity equation becomes 

oa l o 
-+- --,,--r (raur) = 0 ot r u 

(49) 

which is identical to the zeroth-order moment equation. Similarly, the leading 
terms in the momentum equation can also be identified with those in the 
first-order moment equation. In a thin, axisymmetric disk, the momentum 
equation has three components such that in cylindrical coordinates 

o Ur l o l ( 2 . 1 o ] + 2v-. (-) +- - <J g--v )- ~rur) 
or . r a or 3 r or 

1 oP 
p oz 

GMz 
:J r 

(50a) 

(50b) 

(50c) 

where P' = JP dz is the vertically integrated gas pressure. Equation (50c) 
is identical to the z component of the first-order moment equation if we 
identify P with mNT zz. In our attempt to solve the moment equations, we have 
adopted an approximation in which Tzz is independent of z. This assump
tion corresponds to an isothermal equation of state in the hydrodynamic 
treatment. The solution for Eq. (50c) for an isothermal gas indicates 
that N(z) = N(O) exp [-z 2GM/(r' c:)J where c. is the sound speed; this 
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solution is, of course, identical to that obtained from the moment equations 
(see Eq. 29). 

The analogy between Eqs. (50a) and (30) is more tenuous. Here, only the 
leading terms are identical whereas the interpretation of pressure, shear- and 
bulk-viscosity contributions is rather ambiguous. Fortunately, the contribu
tions due to difficult-to-identify terms are negligibly small unless the disk 
flow is significantly noncircular for one of the following reasons: (1) the 
velocity dispersion on the ring is comparable to Or (or equivalently, the ring 
is very thick); (2) there is a very large pressure gradient in the radial direction 
due to sharp transitions; (3) there is a large bulk viscosity; and (4) the ring is 
strongly perturbed by external forces with very large radial gradients. In most 
regions of planetary rings these conditions are not realized so that Eq. (50a) is 
reduced to the standard prescription for Keplerian motion, n = (GM/r3 )½. 
However, near sharp edges of a typical ring, especially when the characteris
tic radial scale length is comparable to the vertical scale height, the ring flow 
may indeed become non-Keplerian and therefore it may be necessary to solve 
simultaneously the radial component as well as the 0-component of the equa
tion of motion. 

The 0-component of the equation of motion is useful for determining 
angular momentum transfer and mass flux in the radial direction. In those 
regions of the ring where particles follow Keplerian orbits Eq. (50b) becomes 
identical to Eq. (31) if we identify Tro with the quantity -vraO!ar = l .5 !lv. 
To dominant order, the radial mass flow becomes 

3 a 
O"Urr = - Or ar (r2!l IT v) . (51) 

The equivalent to Eq. (34), the mass diffusion equation, also can be obtained 
with this substitution. This equation may be solved, for various initial condi
tions once a prescription for v is specified. Equation (6) provides an order
of-magnitude estimate from the standard formula v=wc >..2 • A more rigorous 
derivation for v may be obtained if we identify 1.5 Ov with T ro as above and 
use the numerical results obtained by Goldreich and Tremaine (1978): 

(52) 

where K, was calculated to be 0.15. An alternative expression for v 
(Hameen-Anttila 1978) is obtained from Eq. (44) 

JJ = 
2[(19e - 13) (1-e)]½ TrT 

9 (3-e) 0 
(53) 

and is in close agreement (see Sec. 11.B.4). Furthermore, both relationships 
are closely analogous to an equivalent expression obtained by Cook and 
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Franklin (1964) who evaluated the collision integral with a Krook collision 
law. With the evaluation of these transport coefficients ( or equivalently, dif
ferent components of the pressure tensor), the mass diffusion equation may be 
solved numerically (or analytically under special circumstances) as an initial 
value problem once a relationship between T and TrT is established. 

In a fluid approximation, the energy equation is analogous to the 
second-order moment Eq. (35). Direct comparison between these two equa
tions can be made by identifying E with the kinetic energy associated with 
random motion i.e. TrT. The term a(pE)!ot represents the rate of change in 
kinetic energy associated with the random motion which is analogous to 
8(aTrT)!8t. The term P au1/8x1 is the energy contribution due to P dV work 
and is equivalent to the Pti auk/axk term. Viscous dissipation processes, 
described by the second and third terms on the right-hand side of Eq. (48), 
induce an energy transfer from the systematic shearing motion into the ran
dom motion and are related to thePik 8u 1/8xk terms. The local heat flux due to 
conduction 8(Kp 8E!ax;)/8x1 is equivalent to the term aptiklxk. Finally, an 
energy loss rate, Ee, is incorporated to account for the rate of energy loss due 
to inelastic collisions which is described by (8pti/8t)e in the kinetic theory 
approach. There is no simple way to estimate Ee without carrying out the 
evaluation of the collisional integral as we have done in the kinetic treat
ment presented in Sec. 11.B.2. Therefore we shall utilize this result by setting 
Er = K, (1-E') T c' ll, where K, is a constant of order unity, in analogy 
with Eq. ( 11). If we compare this expression with the rigorous calculations 
referred to in Sec. 11.B.3, we find thatK2 has a value ranging from 0.9 to 1.5, 
depending on the method of evaluation of the collisional integral. For con
venience, we set K, = l. 

The energy equation for a thin disk may be written in cylindrical coordi
nates as follows: 

aE aE r3-1 a 9 
-+ u -+ (--)-(u r) = -v!12 -(1-E2)rc 2 !1 a, r ar r ar r 4 

(54) 

where f" is the third adiabatic exponent. If the disk is smoothly varying, 
contributions due to the advective transport, PdV work, and thermal conduc
tion are negligible compared with the energy generation process associated 
with viscous stress and energy dissipation due to inelastic collision. 

Thus, in equilibrium, the energy equation becomes 

(55) 
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This equation is entirely analogous to Eq. (40). From Eq. (52) it follows that 
(1 + 72

) (1-e') = 0.6. Substituting this (e-7) relation, Eq. (51) and Eq. (52) 
into the continuity Eq. (49) and using 7 = 1rR~ a-Im, we obtain a mass 
diffusion equation, 

a7 3K, a / ( 1 ) a [ 7
2r 2c2 

] } 

at= -r- ar Or ar (1 + 7 2) 
(56) 

where c is a function of E and therefore of 7. Equation (56) is analogous to the 
corresponding Eq. (45) obtained from the kinetic approach. 

B. The Energy Budget of Accretion-Disk Flow 

Since ring particles undergo frequent inelastic collisions, the energy E 
associated with dispersive motion is continually drained from the system. This 
internal energy, in turn, is continually supplied by the kinetic energy of orbital 
motion via viscous stress. Ultimately, the kinetic energy must be replenished 
by the release of gravitational energy associated with a net inward drift of the 
ring particles. This general, qualitative description of the basic energy-flow 
pattern in a differentially rotating accretion disk, such as a planetary ring, may 
be examined rigorously with a fluid-dynamical approach which was first 
adopted by Lynden-Bell and Pringle (1974). 

We begin by considering the rate of change of potential and kinetic 
energy carried by a fluid element with a fixed increment of mass dm and a 
variable physical volume, dV = dm!p. We first multiply ui by the momentum 
Eq. (47), then add the result to the product ofu1 and the continuity equation, 
and then integrate over dV such that 

d . u" a cttf ( 2+ u) dm = I U; ax; [ -P8;; + 2pvejj 
V V (57) 

In the derivation of the above equation, we have assumed au I at = 0. 
With the use of the divergence theorem, the above equation for a thin disk• 
between radii r I and r, becomes 

d u' 
dt I ('2 + u) dm = [-21TTUr p' + 21ra- VT3!1 arnar] ~ 

V 

(58) 
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The left-hand side of the above equation represents the rate of change in 
kinetic and gravitational energy associated with ring material flowing into the 
potential well of the central planet. On the right-hand side, the first term 
represents the flux of internal energy advected into the region under considera
tion by the bulk motion of the ring particles. The second term is the rate of 
kinetic-energy transfer by viscous coupling. Note that even in the absence of 
any bulk motion, this viscous coupling can still provide an effective energy 
transfer across the disk. While potential energy may be converted into kinetic 
energy in one region of the ring, e.g., via spreading of the ring at the inner and 
outer boundaries, viscous coupling effects may cause the newly transformed 
kinetic energy to be transferred into another region. In fact, both of the first 
two terms are associated with global properties at the boundaries. They repre
sent energy redistribution processes. The third term is associated with the rate 
of energy transfer, from kinetic into internal energy, due to viscous stress. 
Note that both the second and third terms depend only on the kinetic shear 
viscosity but not on the bulk viscosity. Thus, in a uniformly rotating disk, the 
local shear reduces to zero so that these terms vanish. Also of importance to 
this contribution is the presence of a nonvanishing frictional effect. The fourth 
term is associated with the rate of change in the internal energy associated 
with PdV work. Both the third and fourth terms are referring to local effects. 
They represent the conversion between internal and kinetic energy. Actually, 
the last two terms may be replaced with a term corresponding to the rate of 
change of internal energy. If we integrate the internal energy Eq. ( 48) with 
respect to dV and then add it to Eq. (57) we obtain 

= [-21rrurP' + 21rCTvr"Da01arJ:.;+ l :: ~! dr+ f Ecdm (59) 
r, 

where the integration variable S refers to the surface of a cylinder concentric 
with the axis. Although the rate of change of internal energy, due to motion in 
the potential well of the planet, on the left-hand side of Eq. (59) has replaced 
terms three and four on the right-hand side of Eq. (58), the internal and kinetic 
energy can still be transferred by advective and viscous-coupling effects, 
respectively. In addition, the internal energy may be redistributed in a ring by 
collisionally induced conduction. The internal energy is drained by inelastic 
collisions. 
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The above equation clearly indicates that the loss of internal energy, by 
inelastic collisions, at any region of the ring is roughly balanced by a local 
gain in which the viscous stress transforms kinetic energy into internal energy. 
The loss of kinetic energy may be countered by global transport processes 
which redistribute the kinetic energy from elsewhere. The overall energy flow 
is maintained by the ring's motion into deeper parts of potential well of the 
planet. This characteristic can be best appreciated in the limit of small E and K 

where only the viscous coupling and the inelastic collision terms are of impor
tance. It is their balance which determines the evolutionary fate of the ring. 

Under certain specialized conditions it is possible for a disk to evolve to a 
quasi-steady state in which the local time derivatives are small (Lynden-Bell 
and Pringle 1974; Lin and Bodenheimer 1982). From the continuity Eq. (49) 
we find that m = 21ru-u 7 r is independent of r. Thus we may integrate the 
0-component of the momentum Eq. ( 50b) to obtain 

(60) 

The integration constant j c may be interpreted as the Lagrangian angular
momentum flux across any radius. Although j c is independent of r, it is a 
linear combination of two radially-varying functions: an outwardly directed 
angular-momentum flux induced by viscous transfer and an inwardly directed 
Eulerian angular momentum flux carried by the inwardly drifting particles. 
Note that we have defined m and j c in such a manner that negative values 
imply mass and angular momentum transfer onto the planet. At the inner 
boundary of a freely expanding ring there is no viscous coupling so that m and 
jc would have the same sign. Alternatively it may be possible to maintain a 
planetary ring in a steady state, in which m = 0, by a strong viscous coupling 
at the rings' two boundaries. Such coupling may be caused by a variety of 
physical processes such as tidal effects from shepherding satellites or a 
boundary-layer interaction between the ring and the accreting planet. In this 
case, the energy loss due to inelastic collision is continually supplied by the 
viscous coupling process. For a ring with a finite mass flux, the particles 
steadily drift inward with a radial velocity 

V olnfl/aln r 
u --r - r fc 

( 1 - m Or 2 ) 

(61) 

Away from boundaries of the ring, the quantity icf(mOr2 ) is usually positive 
and much smaller than unity so that in a Keplerian disk u r = - 3 v/2r. 

In the quasi-steady state the physical significance of the dominant terms 
in the energy equation is vividly demonstrated. In this case 
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so that Eq. (59) becomes 

,h [ u; + U + E] :• = [2?Tr3<TvfiiHl/8r]g + JEc dm (63) 

I 

where we have neglected the PdV work and the thermal conduction terms. 
The viscous coupling contribution (first term on the right-hand side of Eq. 
( 63) may be expressed in terms of the mass flow, 

(64) 

to show that it is twice the contribution arising from the orbital kinetic energy 
of the inwardly drifting particles. Thus, Eq. (63) becomes 

[ 3 ] r2 J . [mE]g = 2 m 0 2 r 2 + Ecdm. 
r V 

(65) 
I 

Since the difference in internal energy (E = c2 /2) between r1 and r2 is small, 
Eq. (65) indicates a balance between internal energy growth caused by vis
cous evolution and internal energy damping by collisions. The total orbital 
energy difference between particles at r, and r. is 

[ 1 2 ] I'll [ 1 n• •] I'll T" +u =- T"" r 
r1 r1 

(66) 

which is three times smaller than the power liberated between radii r I and r 2 • 

The balance is supplied by the energy transport due to the viscous couple 
(Lynden-Bell and Pringle 1974). This simplified steady-state analysis clearly 
illustrates the energy redistribution processes that occur in a viscously evolv
ing particle disk. Qualitatively, a similar energy redistribution process must 
occur in general nonsteady-state disks. 

IV. THERMAL AND VISCOUS STABILITY OF 
A PLANETARY RING 

There are three important reasons for examining the hydrodynamic stabil
ity of a planetary ring: 
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1. Both the moment equations in the kinetic theory and the transport equa
tions in fluid dynamics are established on the basis of the hydrodynamic 
approximation that radial gradients are small. As we have indicated in 
Sec. I.B.2, in order to justify this approximation, there must exist a basic 
fluid element within which the ring particles' dynamics may be studied 
collectively. This justification may be rigorously satisfied by a demon
stration that the ring is indeed stable against perturbations with wave
length comparable to H. 

2. The derivation of transport coefficients, such as viscosity, is based on an 
energy-equilibrium assumption. In order for this assumption to be satis
fied, a planetary ring must be thermally stable, i.e., it can return to a state 
of energy-equilibrium, through inelastic collisions and viscous stress, 
after a small perturbation is imposed. Although we have already qualita
tively outlined a condition for thermal stability in Sec. I, a rigorous 
stability analysis is still worthwhile. 

3. The steady-state assumption produces an optical depth which varies 
smoothly with r, i.e., d ln T!d ln r, should be of order unity. However, 
Voyager data on Saturn's rings indicate that the ring system is divided 
into thousands of ringlets in which the optical depth varies rapidly with 
radius. Although some of the gaps and ringlets may be caused by resonant 
interactions with Saturn's numerous inner satellites (see chapters by Shu 
and by Franklin et al.), many features seem to be intrinsic to the ring's 
internal dynamics. One possible interpretation of the phenomenon is that 
it is caused by a viscous instability somewhat analogous to the traffic jam 
problem. This possibility may be verified with a rigorous stability 
analysis. 

The above three issues may be addressed with different degrees of sophis
tication. The third issue, i.e., the origin of ringlets, may be most simply 
addressed with a viscous-stability analysis based on a perturbation calculation 
of the mass diffusion equation. The second issue requires a simultaneous 
perturbation analysis of the mass as well as energy transport equations 
whereas the first requires, in addition, a perturbation analysis of the momen
tum equations. We shall discuss these issues in order of increasing sophis
tication, i.e., in reverse order. In Sec. IV.A.3. we also give a qualitative 
discussion of the physical mechanisms which give rise to diffusion insta
bilities and contrast them with the earlier ideas of jet-stream formation. 

A. Viscous Stability of Planetary Rings and the Origin of the Ringlets 

The first stability analysis is to be carried out with the simplest possible 
approach, which is somewhat analogous to that performed by Lightman and 
Eardley (1974) in a different astrophysical context. In this analysis, the ring 
is assumed to always be in a state of energy-equilibrium so that (1) there 
is a e-T relationship (see Eq. 37) and (2) 11 may be expressed in the form 
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of Eq. (52). Both assumptions may be justified later with a thermal stability 
analysis provided e decreases with Ve. Since an e-vc relationship is not yet 
available, we adopt the ad hoc assumption c a: <i and investigate both ana
lytically and numerically, under what conditions the system is stable. 

1. An Analytic Stability Treatment. For computational convenience, the 
physical dimensions in the diffusion equation may be eliminated by use of 
the variable { = r/r O where r O is taken to be the point of unit optical depth, 
i.e., T(r 0 ) = T0 = 1. Thus al<r0 = T where <T0 = <r(r 0 ). Now letX = f½ and 
T = t!l0 /R where !l0 = !l(r0 ) and R = !l0 r~lv0 is the Reynolds number; 
then Eq. (56) reduces to 

(67) 

Following standard procedures in linear stability analyses, we introduce a 
small-amplitude, short-wavelength, sinusoidal perturbation T 2 upon a general 
solution T,, in the neighborhood of some radius r,, so that 

T(X,T) = T, (X,T) [ 1 + T, (X,T)] (68) 

where 

T, = Ae-•T sink(X - x.) . (69) 

By assumption, we may choose A << 1 and kX, >> 2 7T, where the 
dimensionless perturbation wavelength is Air = 21rlk. The criteria for choos
ing the appropriate limits for wavelength are (1) it should be sufficiently short 
so that the mass-diffusion equation may be linearized, and (2) it should be 
sufficiently long so that the pressure-gradient effects, on momentum and 
energy transport, remain negligibly small. 

Introducing Eqs. (68) and (69) into (67) and neglecting terms second
order in A, we obtain 

(70) 

Equation (70) indicates that s > 0 for 8 > 0 and therefore these disks are 
stable and perturbations on them are always damped. For 8 < -1, s is always 
negative and perturbations would grow if the c a: <Ts law remains valid. For 
-1 < 8 < 0, s is positive if T < Tc = [-(1 +8)/8]½ and negative if T > Tc· 

Provided - 1 < 8 < 0 we would expect the instability to develop into regions 
of very high optical depth, separated by gaps with optical depth ~ Tc, since 
these regions are stable. Note, however, if 8 < - 1, all regions of the disk are 
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unstable, whether optically thin or optically thick. One would expect the 
instability to develop into regions of alternately very high or very low T. 

The above linear stability analysis was based on work by Lin and 
Bodenheimer (1981). A similar analysis was performed by Ward (1981), who 
found the essentially equivalent criterion that instability occurs if 

a 
au- (vu-) < 0 . (71) 

Assuming that the viscosity coefficient is given by Eq. (52) with K, = 0.15 
and the coefficient of restitution is related to c by (l -1:2 ) ex: (c 2ta, where 
a is expected to be fairly large, he finds that criterion (71) is satisfied if 
T > Tc = a-i. Thus, if T is larger than some critical value of perhaps 
0. 3 to O. 5, instability occurs. Note that this e- c relation replaces the 
assumption c a: a-8 used by Lin and Bodenheimer. 

2. Numerical Confirmation. The occurrence of the instability can be 
verified and studied in more detail by the use of numerical techniques which 
can follow the evolution into the nonlinear regime. Such models have been 
presented by Lin and Bodenheimer (1981) with fluid-dynamical techniques 
and by Lukkari (1981) withN-body particle techniques. Lin and Bodenheimer 
(1981) consider the full time-dependent nonlinear solution of Eq. (67). This 
diffusion equation for T has the same general form as the simple heat conduc
tion equation which can be solved, as described by Richtmyer (1957), by an 
implicit numerical technique. The initial conditions were taken to be steady
state solution calculated under the assumption that c a: a-0, modified by 
short-wavelength sinusoidal perturbations in T of the form for Eq. (69). 
Parameters investigated included 8, wave number k, amplitude A, and loca
tion X,. Typical examples of stable and unstable solutions are given in Figs. 5 
and 6. In all cases investigated, the stability criterion deduced from Eq. (70) 
was verified. Since no cutoff on the c a: a-0 law was imposed, perturbations 
grew indefinitely in the unstable regime. In the region where -1 < 8 < 0, the 
surface density decreased, in the regions where it was initially perturbed 
downwards, until T = Tc, as expected from the stability condition. Although 
the calculations could not be continued beyond one e-folding time, because 
numerical perturbations of very short wavelengths began to grow rapidly, 
some calculations were carried into the nonlinear regime by a choice of a 
relatively large initial value for A. In these cases also, there was good agree
ment between the numerical results and the linear stability analysis. 

The growth time for the instability can be deduced from the quantity s 

(Eq. 70) and the scaling relation for T. The result is 

RT R A2 T 
tg = _3_X_k_2 _0_ - _r_2_0_ (72) 
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Fig. 5. The decay of a perturbation on a stable steady-state disk for o = 0, X, = 1.05, A = 0.07, 
and k = 8.4 x 10' (see Eq. 69). Upper portion, optical depth; lower portion, normalized 
mass transfer rate IV' = N /(31ruv) where N is calculated from Eq. (75). The six curves are 
separated by equal time intervals starting with initial condition (a) and ending after one 
e-folding time (b). Numerical simulations are from Lin and Bodenheimer (1981). 

The diffusion time for the overall spreading of the disk (Lynden-Bell and 
Pringle 1974) is t ct = R n-'. The simple argument that td must be > 5 x 1 O" yr 
yields the condition R ;2::3 x 10 13 • Thus for ringlets with wavelength 100 km, 
t0 ~ J047 yr. Alternatively, by setting R = f! 0 r-;/v 0 we obtain t0 = A2/v0 , thus 
for A = 100 km and measured estimates for v = 260 (Lissauer et al. 1983; 
chapters by Shu and by Cuzzi et al.) the growth time is - 10• yr at T = I. The 
numerical results give very good agreement with these estimates from the 
linear stability analysis. Note that there is no preferred length scale for the 
instability; however, the growth time decreases sharply with decreasing 
wavelength. 
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Fig. 6. The growth of a perturbation on an unstable steady-state disk for I>= I, X, = 1.05, 
A = 0. 06, and k = 8 .4 x IO'. The symbols and the source of the figure are the same as for 
Fig. 5. 

An alternative time-scale estimate can be obtained from the linear stabil
ity analysis of Ward (1981): 

(1 + T2)2+o: 

(ar2 - 1) 
yr. (73) 

Here >.. 2 = >../500 km where A is the wavelength and H' = H 0 /10 m where H 0 

is the scale height at zero optical depth. For typical values (>..2 = H ' = 1) at 
optical depth 1, lg= 10" yr for a= 3 and 106 yr for a= 10. Thus for >.. 2 = 100, 
lg = 4 x 10' yr and 4 x 10• yr, respectively, in reasonable agreement with 
the results from Lin and Bodenheimer and much shorter than the age of the 
solar system. 
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A second approach to the numerical problem was carried out by Lukkari 
(1981) who explicitly calculated the evolution arising from collisions of a 
system of 250 orbiting particles. The coefficient of restitution was assumed to 
obey the condition. 

(74) 

where K and Ta are constants. With this relation, instability sets in for 
r ;;e,0.75. An initially assumed broad density maximum in a small interval 
of distance from the planet increased in amplitude by a factor of 4 and 
evolved into a narrow spike after 33,000 collisions. This amplification of 
the density confirmed earlier analytical work on collisional Keplerian disks 
by Hameen-Anttila (1978) who apparently was the first to predict that such 
amplification could occur and that one might expect the Saturn ring system 
to be broken up into ringlets. An analogous instability had been investigated 
earlier in the context of gaseous accretion disks around neutron stars and 
black holes where turbulent viscosity is responsible for angular momentum 
transport and radiation pressure plays an important role (Lightman and 
Eardley 1974; Shakura and Sunyaev 1976). 

3. Physical Explanation for the Instability. On a Keplerian particle disk 
the collisions normally induce a viscous stress such that mass transfer occurs 
with a flux 

. -2 ag 
mN=-

Or ar 
(75) 

whereg = 31r!1r 2110- is the viscous couple (Lynden-Bell and Pringle 1974). In 
the case of quasi-steady state, 0-11 is constant so that N is a negative constant 
and the direction of mass flow is inward. However, in an unstable disk this 
assumption is not valid and the direction of mass transfer depends on the sign 
of ag/ar. It turns out that the local mass flow is towards a local density 
maximum from both directions. To see this, write 

. -2 ag au 
mN=- - -

Or au ar . (76) 

If, in a density perturbation, o- increases outwards, the mass flow is outwards 
(toward the a-maximum) if 8g/au < 0. Similarly, if o- increases inwards in 
the perturbation, the mass flow is inwards (again towards the density 
maximum) if ag/au < 0. 

To examine the sign of ag!au more carefully, we assume, as above that 
c a: o-r, and we consider a short-wavelength perturbation >.. < < r. Then we 
can write 
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(77) 

Clearly, if 8 < 0 and T > 1, the disk is unstable since agtau < 0, and if 
a < -1 it is unstable for T << 1, since Bg/au a: 2 (8+ 1). Note that the 
stability criterion is modified for small T in this model, and in the models of 
Ward and Lukkari it does not occur at all for T less than some critical value. 

The numerical diffusion calculations (Figs. 5 and 6) illustrate the direc
tion of mass flow. For the stable solution, in the region where u increases 
outwards N is sharply negative, that is, viscosity tends to decrease the 
amplitude and spread out the perturbation. Similarly, where u decreases out
ward, N is positive, away from the density maximum. On the other hand, 
in the unstable case where Bu!ar > 0, N > 0 so the density enhancement 
is reinforced. Similarly when au/Br < 0, N < 0 and mass transfer again 
is toward the density maximum. 

In summary, the criterion that determines whether a particle disk spreads 
or clumps depends on the relationship between velocity dispersion and surface 
density, since this relationship controls the form of the viscous stress given in 
Eq. (77). Our assumption of energy equilibrium also establishes a relationship 
between T and e (Eq. 37). Thus, the criterion for diffusion instability ulti
mately depends on how e varies with the velocity dispersion. The fact that e is 
a decreasing function of velocity does not guarantee a diffusion instability; the 
stability criterion depends in a complicated way on the particular form of the 
e-vc relation. For the particular power-law relation assumed by Ward (1981), 
(1-e2) = K(c 2)

110 , the exponent 1/a determines the critical optical depth 
above which there is instability. If a were too small, the instability would 
require an impossibly large T. 

It should be emphasized that our explanation of the diffusion instability is 
fundamentally a fluid description caused by a stress imbalance between 
neighboring fluid elements of particles. It has yet to be rigorously described 
by a kinetic theory (see Sec. IV.B.2). The diffusion instability is distinctly 
different from Alfven and Arrhenius' (1976) "jet stream" hypothesis. They 
argue that the inelasticity of collisions would dissipate relative motion to such 
an extent that particle orbits would cluster into a narrow stream with corre
lated orbital elements (i.e., arguments of pericenter and ascending nodes as 
well as semimajor axes would cluster). This idea does not require a particular 
e-vc relation; only that collisions be very inelastic. Indeed, their scenario 
seems to require an initial state out of energy equilibrium such that the excess 
velocity dispersion can be efficiently damped during the jet-stream formation 
process. In contrast, the diffusion instability can start from a state of energy 
equilibrium. Baxter and Thompson (1973) attempted to verify the jet-stream 
hypothesis with a kinetic theory, but their favorable conclusions are based on 
overly restrictive assumptions for the distribution of orbital elements and their 
relative rates of change. Trulsen (1972b) succeeded in demonstrating jet-



COLLISIONAL TRANSPORT PROCESSES 485 

stream formation in a 2-dimensional N-body simulation, but only for an 
extremely dissipative collision model (see Sec. II.A). Hameen-Anttila and 
Lukkari (1980) found a suggestion of a jet-stream effect in a 3-dimensional 
hard-sphere simulation only when they assumed a restitution coefficient E that 
was too small (-0.25) to allow an energy equilibrium to be established (see 
Fig. 2). Under realistic conditions in planetary rings, it seems unlikely that the 
jet-stream mechanism plays an important role. 

B. Intermediate-Wavelength Thermal and Viscous Stability Analysis. 

The above viscous stability analysis is based on the assumption that the 
ring is always in a state of energy equilibrium. We now derive the condi
tions under which this assumption may be satisfied. 

1. The Fluid Approximation. The thermal stability of an accretion-disk 
flow is closely related to the viscous stability (Shakura and Sunyaev 1976). 
In the stability analysis, a perturbation must be introduced to offset the deli
cate energy balance between inelastic collisions and viscous stress. As in 
Sec. IV.A, we concentrate our attention on intermediate wavelength pertur
bations for simplicity. In principle, the stability analysis should be carried out 
with the kinetic approach since such a perturbation may distort the general 
shape of the dispersion-velocity ellipsoid. The evolution of individual ele
ments of the pressure tensor can only be obtained through the 3 compo
nents of the second-order moment Eq. (19) and the mass diffusion equation. 
In practice, the most important aspects of the stability analysis, namely 
the evolution of perturbations on u and TrT, may be carried out with 
a fluid-dynamical approach. In this case, perturbations are imposed on T and 
E = c 2/2 such that 

T = r, (l + r 2 e>-.7 sinkr) 

AT , ) E =E, (1 + E 2 e smkr 
(78) 

where r, and E, are the initial value of r and E at r,. The evolution of these 
perturbations may be analyzed with the mass diffusion Eq. (56) and the 
energy Eq. (54). In this analysis, a prescription for JI of the form 

JI= (79) 

may be adopted (see Eq. 52). Such a viscosity law may be justified, even in a 
perturbed state, by the heuristic arguments in Sec. I. In essence, only the 
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effects of TrT and T on v are included whereas the effect of the distortion 
of the dispersion-velocity ellipsoid has been neglected. The equations then 
become 

(80) 

(81) 

For intermediate wavelength perturbations, these equations retain all the im
portant terms for mass, angular momentum and energy transport. 

We start the stability analysis with an initial condition that the ring is in a 
state of energy equilibrium such that T, and E, at some radius r, obey the 
normal e-T relationship for energy equilibrium (Eq. 37). The linearized 
resulting equations become 

6K,k' 

n 
2TE TE ] 

---- 7 + ----£2 = 0 
( 1 + 72)2 2 (1 + 72) 

These two simultaneous equations for E 2 and 7 2 can be solved to give 

where A= 

A. 2 +AA +B = 0 

l2K,k'TE 
no+ T2)2 

a 2 - 12K, e 7 2 £ 2 

and B = ( 1 + 7 2)2 ( a~ ) - 54 

The two roots are 

-A±~ 

2 

(82) 

(83) 

(84a) 

(84b) 

(85) 

The negative root corresponds to thermal stability if A 2 > 4B (which a little 
algebra shows is always true) andA > 0. Thus, thermal stability is guaranteed 
as long as 8e2/aE < 0 while thermal instability occurs (A < 0) if the condition 
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aE 
(86) 

is satisfied, which is impossible unless aE'!aE >0. 
The positive root corresponds to viscous instability if A+ > 0, which 

occurs if A > 0 andB < 0. The first condition is satisfied if aE'!aE < 0 so that 
the disk is thermally stable. In that case we can employ the condition for 
collisional equilibrium: 

9 

2 
(87) 

Substituting this expression into the equation for B, we obtain the instability 
criterion 

aE2 

E aE + (1 - E2
) r' > 0. (88) 

Thus the analysis gives the conditions for both viscous and thermal instability, 
and Eq. (88) defines a general relation between E, c, and T that is required for 
the occurrence of a viscous diffusion instability. Given a relation between 
E and T, this expression provides an estimate of the minimum value of T that 
is required for instability. Setting the left-hand side of Eq. (88) equal to 
zero, substituting Eq. (37) and plotting the resulting curve in Fig. 7, we find 
that the (a In Ela ln c) plane can be divided into regions which indicate 
where both thermal and viscous instability occur. 

When an experimentally determined E-Vc relationship becomes avail
able, Fig. 7 may be used to map out the region of instability. For the purpose 
of illustration, we construct four hypothetical experimental results in Fig. 7. 
Curve (a) represents thermal instability over the entire range of e; curve (b) 
represents viscous instability over a certain range of E and marginal thermal 
and viscous instability otherwise; and curves (c) and (d) represent viscous 
instability over a certain range of E and stability for E < Ee or Ed, respectively. 
Curve (d) corresponds to the power-law E-Vc relation assumed by Ward 
(1981), with a = 10. When these results are analysed together with the E - r 
relationship (Eq. 37), each value of E corresponds to an optical depth. Physi
cally, curve (a) would cause a ring to evolve into a torus or a thin sheet on 
dynamical time scales. Curve (b) would cause a ring system to break into 
many ringlets separated by gaps with arbitrarily small r. Curves (c) or (d) 
would cause a ring system to break into ringlets separated by gaps with finite 
optical depth. Voyager's data on Saturn's B Ring indicate that the ringlets 
are separated by gaps with moderate optical depth (chapter by Cuzzi et al.). 
If the ringlet structure is caused by a viscous instability, these data suggest 
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Fig. 7. The e-c relation (e-vc relation) plotted as a function of e. The critical line for viscous 
instability, defined by Eq. (88) is given by the heavy solid curve. Hypothetical e-c rela
tions, as explained in the text, are plotted as curves a, b, c, and d. Equilibrium solutions are 
allowed only to the right of Em1n and below the dashed line. 

that the intrinsic properties of the ring particles may indeed be similar to 
those portrayed in curve (c). 

Both preliminary experimental data (Bridges et al. 1984) and theoretical 
impact models (chapter by Borderies, et al.) give results similar to curve (c). 
However, both of these results are based on ring particles that are modeled as 
solid ice spheres. It is entirely possible that some degree of fragmentation or 
aggregation of ring particles actually occurs during collisions. In that case 
substantial regoliths may be built up on the larger ring particles which could 
greatly alter their restitution coefficient (see chapter by Weidenschilling et 
al.). For particles which are not perfect spheres, the restitution coefficient 
may depend on the orientation of the collision and particle spin as well as on 
the impact velocity. Although these effects may be important, they are much 
too complex to be considered here. 

2. Kinetic Approach. In the above fluid-dynamical analyses, only the 
trace of the velocity-dispersion ellipsoid is analyzed. In reality, we have 
assumed Tr 81Tr T only depends on T as expressed in Eq. (52). This assump
tion may be relaxed when the stability analysis is carried out with the kinetic 
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approach. In this case, medium-wavelength perturbations must be introduced 
to T rr, T ro, T 08 , and Tzz so that we must solve for the linearized mass diffusion 
equation and all four components of the second-order moment equation. Such 
a computation may be carried out numerically along the same lines that 
Goldreich and Tremaine (1978) used to deduce the transport coefficient (see 
Sec. 11.B.3). Alternatively, the approximate analytic results obtained by 
Hameen-Anttila (1978) (see also Sec. 11.B.3) may be used to make somewhat 
further analytical advances. Applying the perturbation into Eqs. (38) yields 
five linearlized equations. Preliminary eigenvalue results indicate that the 
condition for viscous instability is not changed. However, the analysis for 
thermal instability becomes much more complex, and it may be necessary to 
solve it numerically. The above results clearly indicate the advantages and the 
limitation of the fluid-dynamical approach. While it does simplify stability 
analyses considerably, it must be based on certain assumptions. 

C. Thermal and Viscous Stability at Very Short Wavelength 

The viscous instability criterion deduced in Sec. IV.B (i.e., Eq. 88) does 
not contain any wavelength dependence. Literal interpretation of this result 
implies that when the ring becomes unstable, it may be divided into ringlets 
with arbitrarily small width. If this is the case, the validity of the hydro
dynamic approximation, on which the entire rigorous analyses are based, 
becomes questionable. However, at very small wavelength several physical 
effects become important. For example, the pressure gradient effect, due to 
large gradients in T and c, may cause the flow to depart significantly from 
Keplerian rotation and to induce a large radial velocity which would enhance 
the previously negligible advective transport processes. In addition, the con
ductive process also becomes important. Thus, some basic assumptions in 
standard analyses of ring structure, such as the stationary and Keplerian nature 
of n and the magnitude of Ur, must be relaxed. These effects can only be 
taken into account if short-wavelength perturbations are also introduced to 
Or and Ur and their evolution is analyzed with the momentum equation, in the 
fluid approximation, or the first-moment equation, in the kinetic approach. In 
the fluid case, four equations, i.e., Eqs. (49), (50a), (50b), and (53) must be 
solved simultaneously. Preliminary eigenvalue analysis of the linearized equa
tions indicate no simple analytical criteria for thermal or viscous instability. 

Although the fluid approximation for instability analysis is very attrac
tive, due to its simplicity, there are several limitations to its applicability to 
planetary rings. First, as we have stated in Sec. IV.B, it is based on the 
assumption that the transport coefficients, such as the viscosity, are not 
changed by the perturbations. Second, a functional form for the conductive 
coefficient has to be introduced. Third, it is difficult to find unambiguous 
correspondence between certain terms in the fluid dynamical transport equa
tions and others in the kinetic moment equations. These problems may be 
obviated with the kinetic treatment. In this case, seven linearized perturbation 
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equations must be solved simultaneously. Besides the difficulties associated 
with obtaining and interpreting the eigenvalue solutions of a 7 x 7 matrix, the 
truncation of the third-order pressure tensor becomes problematic. Obviously, 
we cannot proceed on this topic without considerable additional complica
tions. Therefore, we leave discussion of this aspect of stability analyses to 
further progress in the field. 

V. VISCOUS STABILITY AT LARGE AND 
SMALL OPTICAL DEPTH 

One of the most important applications of the stability analyses presented 
in Sec. IV is to provide a scenario for the origin of the ringlets. If the ringlet 
structure is indeed caused by the diffusion instability, it is relevant to discuss 
the evolution of the ring after the onset of the instability. In the preliminary 
discussion in Sec. IV.A we argued that, when an infinitesimal perturbation is 
imposed on a ring system with moderate T, ring particles continually drift 
from regions with a deficit surface density into regions with an enhanced 
surface density so that the contrast between the ringlets and the gaps increases 
with time. However, Voyager data on Saturn's B Ring indicate that variations 
in optical depth between the ringlets and the gaps are relatively moderate and 
that transitions between those regions can be resolved. These data suggest that 
if the ringlet structure is indeed due to a viscous instability, there must be 
stabilizing effects at both high and low optical depth limits. There are several 
stabilizing mechanisms: 

1. At sufficiently large T, c becomes so small that gravitational attraction 
between particles may become important; 

2. Also at large T, the mean free path of the particles cannot be reduced 
below the size (R p) of a typical particle, so that there is a lower limit to the 
magnitude of v. 

3. At small T, the form of the e-v c relation may lead to a viscous stress that 
increases with c for T less than some critical value (see Sec. IV.B. l), in 
which case the disk is stabilized. 

In this section we first discuss stabilizing effects at large T and then at small T. 

A. Self-gravitating Effects at Large T 

Depending on the values of c and a, gravitational attraction between ring 
particles can produce at least three significant effects: 

1. It induces gravitational scattering through which a minimum c may be 
maintained (Cuzzi et al. 1979; Ward and Harris 1983); 
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2. It increases the frequency of mid-plane crossings as a result of additional 
gravitational pull towards the mid-plane of the ring (Salo and Lukkari 
1982); 

3. It may lead to collective gravitational instability. 

1. Gravitational Scattering, Thermal Stability and Minimum c. Grav
itational scattering between ring_ particles becomes important when their 
relative velocity g = max (V2c, flRv) is less than the surface escape 
velocity from a particle, Vesc = (81r Gp/3)•Rv, For ring particles made of ice 
(density I g cm-"), gravitational scattering between ring particles becomes 
important if g is sufficiently small that the ring's thickness is less than 

(89) 

where R 8 is the radius of Saturn. At the inner edge of Saturn's A Ring where 
r = 2.0 R8 , and for a particle of 5 m radius, H esclY2 = 18 m. Thus grav
itational scattering between particles only plays an important role if the scale 
height of the ring is less than a few particle radii (Goldreich and Tremaine 
1982). If there is a broad distribution of particle sizes, however, gravitational 
scattering more strongly influences the smaller particles because they can pass 
closer to a larger particle without suffering a collision (see Sec. VI.C.). 

Gravitational scattering is a purely elastic process (E = l) which merely 
stirs random motion without causing dissipation. The increase in velocity 
dispersion caused by a scattering event between two particles with separation 
r 12 = I r 1-r2 I is on the order of ac - Gm/r 12c. This mechanism will tend 
to increase c until (tic )2 is reduced to the point where the total energy input 
rate due to both gravitational scattering and direct collisions balances the 
energy dissipation rate due to the inelasticity of collisions. The inverse rel
ation between tic and c for gravitational scattering will always allow the 
system to adjust to a thermal equilibrium state provided there is a finite level 
of energy dissipation which does not rapidly decrease with increasing c. 

Thus, gravitational scattering may effectively maintain a velocity disper
sion of the same order as the surface escape velocity from the particle size 
which represents most of the mass of the rings. Further discussion of this 
process may be found in Ward's chapter. This lower limit on c implies that the 
E-T relationships derived in Sec. I (Eq. 13) and Sec. II (Eq. 43) must be 
somewhat modified to take into account the fact that only a fraction of the 
collisions are dissipational. Similarly, the criteria for thermal and diffusion 
instability (Eqs. 86 and 88) must also be modified. 

Gravitational scattering plays a predominant role in the context of the 
protoplanetary accretion disk (see Ward's chapter). However, its contribution 
is of marginal importance in typical planetary rings because the scattering 
cross section, which is limited to H~sc by the thin disk geometry, never greatly 
exceeds the physical cross section of a typical ring particle. In addition, 
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typical planetary rings usually lie within two planetary radii. At this distance, 
the central planet can exert a gravitational influence on the surface of a typical 
ring particle that has a strength comparable to that due to the ring particle 
itself unless the internal density of the ring particle considerably exceeds that 
of the planet. Thus, the tidal radius of a typical particle does not extend 
much beyond its surface. In this case, the gravitational interaction between 
neighboring particles tends to occur inside the Roche radius of the central 
planet itself. This planetary tidal influence tends to decrease the efficiency of 
gravitational scattering between particles. Mathematically, the planetary tidal 
influence may be analyzed numerically by integration of the 3-body orbits 
( see chapter by W eidenschilling et al.). 

Although gravitational scattering may only play a limited role in the 
dynamics of a planetary ring, it can stabilize the viscous instability at larger. 
In particular, a lower limit on c implies a lower limit on 11. If a ring is 
viscously unstable, c would decrease as T increased in a ringlet. Eventually, r 
would become sufficiently large and c sufficiently small so that gravitational 
scattering would become important. Then II would no longer decrease as r 
increased and the ring would become stabilized. Finally, it should be pointed 
out that at large r, the interparticle spacing may become so small that the 
gravitational potential energy is comparable to the kinetic energy of relative 
motion. In this case, the kinetic theory described in Sec. II.B breaks down and 
a more complicated approach analogous to the theory of liquids must be 
applied. 

2. Enhancement in Plane-crossing Frequency. The increase in the fre
quency of passages through the mid-plane of the ring results in an increased 
collisional frequency and thus an increased shear stress at large T (Salo and 
Lukkari 1982). The stability analyses in Sec. IV.A indicate that a ring is 
stabilized against viscous diffusion if viscous stress increases with T. 

In the limit of small orbital inclination, the out-of-plane motion of a ring 
particle can be described by 

z = - O"z + fz (90) 

wheref, is the force due to self gravity of the ring which may be obtained from 
Gauss's law: 

fz = -21rGa-(z) . (91) 

The quantity a-(z) = m J~, N (z ')dz' is that fraction of the ring's surface den
sity contained between z and -z. Let us assume that N(z) has the Gaussian 
form of Eq. (29), except that ? is now depressed below its unperturbed 
value, z! = Tzz/!1 2

, by the force fz. Equation (91) may be expanded for 
small z such that 
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z 

fz = - 21T GmN (0) I [ 1 - z' 2/(2z 2
) + ... ]dz' 

-z 
(92) 

Keeping only terms linear in z, the equation of motion becomes 

[ 21r)½G~ z = -fl: z where fl: = fl' 1 + 2 ( z2 fl• J · (93) 

The above result indicates that the self-gravity of the ring effectively 
increases the frequency of vertical oscillations across the mid-plane of the ring 
by a factor fl /fl. The reduced scale height? is given by the equation 

* 

z" + 2~ Gue) \fl2 -Tzz!f! = 0 (94) 

which results from setting Tzzl fl~ equal to z2. Solving for z2 one finds 

(95) 

Both the increase in the frequency of oscillation across the mid-plane and the 
decrease in the scale height induce increases in the collisional frequency and 
shear viscosity. One may expect that this effect increases the collision fre
quency by a factor of 2 at most. The net result is to enhance the stabilizing 
effect of finite particle size (see Sec. V.B below) at large optical depth (Salo 
and Lukkari 1982). 

3. Gravitational Instability. Toomre (1964) has shown that, in the context 
of galactic disks, a collisionless particle ring may become gravitationally 
unstable against axisymmetric perturbations if the radial component of the 
dispersion velocity ellipsoid drops below the value 

(96) 

Since internal energy associated with dispersive motion cannot be dissipated 
in a collisionless stellar system, such as a spiral galaxy, this gravitational 
instability acts to virialize the particles in the sense that it provides a stirring 
mechanis,lll which effectively prevents the velocity dispersion from falling 
below (T rr)~irl In a gravitationally unstable planetary ring, internal energy 
may still be lost through dissipative collisions at a rate which may reduce 
somewhat the critical minimum dispersion velocity (Goldreich and Tremaine 
1982). We have already stated that typical ring particles have physical sizes 
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comparable to their tidal radii. Nevertheless, gravitational instability can 
occur since it is caused by a collective interaction of a large number of 
particles. The axisymmetric instability leads to a ring-like density enhance
ment which at close range acts on nearby particles with an attractive gravita
tional force that decreases as the inverse of the distance from the ring rather 
than the inverse square. 

Harris and Ward (1983) have suggested that the transient collective 
motion induced by the gravitational instabilities may result in an effective 
kinematic viscosity lie which may be defined in an expression analogous to 
Eq. (12): 

(97) 

If the minimum velocity dispersion Cmin, has the approximate form of 
Eq. (96), the effective kinematic viscosity would be 

(98) 

where a O = air is the surface density at unit optical depth and K is a constant 
-0.1 to 10. With such an effective viscosity, the viscous stress increases with 
-r• such that the ring is stable against viscous diffusion. Since gravitational 
instability can only occur for large -r, the above result may be interpreted as a 
stabilizing effect which acts to prevent -r from increasing beyond a certain 
level. 

B. Effect of Finite Size of Particles at Large r 

The finite size of the particles induces and maintains a residual relative 
velocity, flRv, that can not be damped out regardless of the efficiency of the 
collisional dissipation (Brahic 1977). This residual relative velocity, which is 
comparable to the difference in Keplerian velocity between particles with 
orbits separated by 2Rv, provides a lower limit to the magnitude of the 
kinematic viscosity (Goldreich and Tremaine 1982): 

(99) 

This minimum viscosity exceeds lie (Eq. 98) for particles with size larger 
than Rv,min = KGa!D 2 • In Saturn's rings, for example, a= 50 g cm-2 and 
0 = 2 x 10-• s-' so thatRv,min is about Km. Unless K is much larger than 
unity, direct physical collisions among particles larger than meter size can be 
more efficient than gravitational instability in preventing c from decreasing 
below a certain critical value at large -r. 

The above qualitative deductions may be substantiated with a more rigor
ous mathematical analysis. For simplicity, such a calculation may be based on 
the assumption that the ring is composed of uniform hard spheres with a 
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collision law as prescribed by Eq. (10). The second velocity moment of the 
collisional integral (Eq. 21) may be written in the form (Trulsen 1971) 

(100) 

where the post-collisional velocity is related to the pre-collisional velocity by 

(101) 

In the limit of vanishing velocity dispersion Eq. (100) becomes 

(102) 

The evaluation of the above integral depends on the direction of the relative 
velocity g. 

Now consider a collision between two neighboring particles, which are 
originally on circular Keplerian orbits. It is mathematically convenient to 
analyze the collision in a rotating Cartesian coordinate system (r" (}" z ,) 
which is centered on particle 1 (see Fig. 8) and which corotates with the 
position vector of particle 1. Suppose that it is on a collision course with 
particle 2. Due to the difference in their positions in the ring, the direction as 
well as the magnitude of the orbital velocities, v, and v2 , of the two particles 
may differ (see Fig. 8). To first order inRvlr, g may be expressed in the newly 
defined coordinates such that 

g = (-v2 sin 6, v2 cos 6 -v" 0) = [-Or 26, - ½!1 (r 2 - rJ, OJ (103) 

where 6 is the angle between the position vectors of the colliding particles. 
The directional vector k, pointing to the center of particle 2, is 

k = (sin I}, cos<p, cos I},, sin I}, sin<p) (104) 

where I}, is the angle between the 81-axis and k and <f> is the angle between the 
r, axis and the projection of k onto the r, - z, plane. For finite values of <p, Eqs. 
( 103) and ( 104) actually describes collisions between particles in circular orbits 
distributed in parallel planes a distance z ,I. 0 above the mid-plane. Although 
such a situation is not possible in reality, the inclusion of such orbits provides 
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Fig. 8. Geometry of collisions between hard spheres in circular orbits of radius r, and r, with 
velocities v, and v,. 

a useful channel for interpolating between the two extreme physical situations 
of large velocity dispersion (c >> ORp) and strictly coplanar, concentric, 
circular orbits (c = 0) (Hameen-Anttila 1982). In terms of this geometry, 

g = - ORP (2 costJ,, sintJ, coscf>, 0). (105) 

By substitution of Eqs. (104) and (105) into the integral in Eq. (102), (apul 
IJt)c may be evaluated in the restricted range (0 <tJ,<1r/2 and - 1r/2 <cf>< 1r/2 
for r, < r 2 ; 1r/2 <tJ,<1r and 1r/2<c/><31r/2 for r, > r 2). The result of the 
integration is 

(~) 
0( C 

8 
-

35 
NT(l +e)"O•R; ( 4 91r/8 0 ) 
------- 91r/8 4 0 . 

1r(m;2)l 0 0 1 
(106) 

This expression is entirely analogous to a similar expression obtained by 
Hameen-Anttila (1982). 

In reality, collisions due to overlapping circular orbits always induce 
a true velocity dispersion that is of random nature. This effect can be incor
porated into the evaluation of (apulat)c- Instead of simply adding the two 
contributions (Eq. 27) and (Eq. 106) for (IJpu/lJt)c, Hameen-Anttila (1982) 
suggests an interpolation formula of the form 
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(107) 

where 

w* = 8ril [ TrT + (311r!J_OR.p)2 
] ½ 

0 7T 302 Z2 

(108) 

is the collision frequency. The advantage of the above expression is that it is 
approximately valid for both large and small velocity dispersion. If a plane
tary ring is in an energy equilibrium, the energy transport Eq. (36) reduces to 

This result differs from Eq. (40) since it contains an extra energy source term 
due to the finite size of the particles. 

Following the same procedure used in Sec. 11.B.4, we can deduce a 
generalized E-r relationship such that 

r= 1rwt ( l+E )½ [ l + (18/35)(Rp0)2 /TrT ]½[(l+a•)t-a] 
80 3-E l + (3/1r) (Rp 0)2/TrT (1 lO) 

where 

and 

where 

Gcrl _____ 6_1r_(_3_-_E_) ____ ] ½ 

a= n (l+E) [TrT + (18/35) (0RJ))2 ] 

B= 

wt -B + YB 2 -4AC 

n 2A 

-31T 
560 

(111) 

(112) 

(113a) 

(113b) 
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(19e-13)(l+e) 

36 

18 
TrT - 35 (1 + e)" (flRv)". (113c) 

Although the above expression reduces to the original e-r relationship 
(see Eq. 43) in the limit of very small particle size, there are some fundamen
tal differences between the above formula and our previous results. For exam
ple, the new expression depends explicitly on TrT. Therefore, an e-vc 
relationship is needed to deduce a unique e-r relationship. Moreover, there is 
an explicit dependence on flRv. The factor depending on a accounts for the 
increased collision frequency due to the vertical component of self-gravity 
discussed in Sec. V.A.2. These additional terms all contribute to stabilization 
against viscous diffusion at large r since they provide a lower limit for v. 
Mathematically, once an e-r relationship is established, the shear stress may 
be calculated as a function of T from Eq. (109), using Eq. (112) for w~. This 
procedure leads to stress curves qualitatively similar to those in Fig. 9. Unfor
tunately, detailed quantitative analyses cannot be carried out until an e-vc 
relationship is available. 

4 

;]> 
3 

I -
<.!) 

g 2 

2 
r 

Fig. 9. The viscous torque T, = 2rrr" ,,,.,an/ar plotted as a function of T. Curves are 
parameterized by the value of a and F O as explained in the text (figure from Harris and Ward 
1983). 



COLLISIONAL TRANSPORT PROCESSES 499 

C. Stabilizing Effect at Small T 

If a ring is thermally stable, c must decrease with T. The condition for an 
energy equilibrium (Eq. 13) indicates that E increases with T. Thus, in a 
thermally stable ring low optical depth corresponds to large velocity disper
sion. For relatively large dispersion velocities, gravitational scattering occurs 
less frequently than direct collision so that the self-gravitating effects dis
cussed in Sec. V.A are negligibly small. Similarly, the finite size of the 
particles does not influence the dynamics of the ring except that it provides a 
cross section for direct physical impact. Consequently, stabilization against 
the viscous diffusion instability at small T must occur because of the intrinsic 
collisional properties of the particles themselves. As we have discussed in 
Sec. V.B .1, an E-Vc relationship similar to curve (c) in Fig. 7 can stabilize a 
ring at T<Tc. 

D. Comparisons with Observations 

In order to verify that the viscous diffusion instability scenario is a rea
sonable explanation for the origin of the ringlets, several observable parame
ters need to be deduced. Voyager's data contains a vast amount of information 
on the optical depth variation in the ringlet systems ( chapter by Cuzzi et al.). 
If we combine the above results on the condition for viscous instability and the 
stabilizing effects at large and small T, we can make a direct comparison 
between the theory and the Voyager data. The above discussion indicates that 
the stability criterion may depend sensitively on the E-vc relationship. How
ever, due to the lack of an experimentally determined E-Vc law, most of the 
previous work is based on ad hoc assumptions. For example, in order ,,o 
obtain a v-T relation valid for both large and small T, Harris and Ward (1983) 
simply added Eq. (98) to the viscosity formula (52). Figure 9 shows the 
logarithm of the resultant viscous stress as a function of T for various ad hoc 
E-Vc laws parameterized by a = d In c 2/d In (l -e2 ) and for various filling 
factorsF0 = D Rµlco, where c 0 is the equilibrium velocity dispersion obtained 
from Eq. (12) in the limit of very small T. The viscous stress typically exhibits 
a local minimum value at T near unity. Once a viscous diffusion instability 
occurs, the local optical depth may grow until the ringlet is stabilized at the 
optical depth corresponding to this minimum stress value S min· The adjacent 
gaps would be stabilized at the smaller (but nonzero) T where the viscous 
stress again attains the value S min· Thus, ringlet formation may induce a stress 
value considerably lower than that deduced for a uniform T. The precise value 
of T at which the ring is stabilized may eventually be determined once all of 
the stabilizing mechanisms discussed in this section are included in the theory 
and an e-vc law is available. However, an important further modification 
discussed in the next section may arise from the observed fact that there is a 
broad distribution of particle sizes. 
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VI. THE EFFECT OF A PARTICLE SIZE DISTRIBUTION 

A. Implications of Observational Data 

So far, the analyses have been limited to planetary rings with uniform 
particle size. We adopted this case to study first since it simplifies the 
mathematical procedures considerably. However, Voyager's radio occulta
tion measurement of Saturn's A Ring (Marouf et al. 1983; chapter by Cuzzi et 
al.) can be approximated by a power-law distribution in the number density 
N(Rp) of the form 

ARp-qdRp, forlcm<Rp<5m 
dN(Rp) = ! (114) 

0, for RP< 1 cm or Rv > 5 m 

where 2.8 < q < 3.4. A similar power law is observed in the asteroid belt 
(Anders 1965) and may be generally representative of collisional particle disks 
(chapter by Weidenschilling et al.). For simplicity, we adopt q = 3 for the 
discussion below. 

Particles with radii between R P,i and R P,2 contribute an optical depth 

(115) 

where T is the total optical depth due to all thtt particles. This result implies 
that the observed optical depth represents comparable contributions from par
ticles in each size range if q ~ 3. However, particles withRp,1 <RP< Rp,2 

contain a fractional mass 

(116) 

which implies that 80% of ·the total ring mass is contained in particles with 
Rp >Im. 

It is also of interest to estimate the mean spacing d between particles 
within a given size range, a quantity which may be deduced once the scale 
height of the ring is determined from the condition for an energy equilibrium. 
Such a calculation requires the generalization of the second-order moment 
Eqs. (38) consistent with this size distribution along with an experimentally 
determined E-Vc law. These analyses remain to bt carried out. Nonetheless, 
an order of magnitude value ford may be estimated in a qualitative manner. 
For example, suppose that the scale height for all particles is comparable to 
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the size of the largest particles and 7 is on the order of unity. In this case, the 
largest meter-sized particles in the distribution (Eq. 114) would be separated 
by a distance comparable to their own diameters, while the smallest cm-sized 
particles would be separated by ten times their own diameters. The implica
tions are two fold. First, successive gravitational encounters with the largest 
m-sized particles, by either small or large particles, may not be well-separated 
events. Thus, mathematical analyses based on simple 3-body gravitational 
scattering (see Sec. V.A. l) may be inadequate. Second, the large m-sized 
particles have more frequent encounters with smaller cm-sized particles than 
with themselves. The collisional frequency Wt-+j between particles with dif
ferent sizes, say Rp,t andRpJ can be estimated from 

(117) 

The inferences from the above equation are: (1) a cm-sized particle collides on 
the average with four other cm-sized particles before colliding with a m-sized 
particle, and (2) a m-sized particle collides with several thousand cm-sized 
particles between collisions with another m-sized particle. 

Although w,-JO >> 1 for RP,,<< Rp,,, the presence of small cm-sized 
particles hardly influences the viscous evolution of the large m-sized particles 
since most of the ring's mass is contained in the large particles. Therefore, the 
stability analyses based on uniform particle size are applicable to the large 
m-sized particles. In contrast, small cm-sized particles collide as frequently 
with much larger particles as with themselves. Thus, the viscous evolution of 
the small particles is strongly coupled to the number density and the velocity 
dispersion of particles of all sizes. Consequently, viscous instability for the 
small cm-sized particles may be distinctly different from that in the case of 
uniform particle size. 

B. Collisional Evolution of the Small Particles 
in a Bimodal Size Distribution. 

1. Qualitative Analysis. For simplicity, the evolution of a ring with 
nonuniform particle sizes may be first illustrated with a simple qualitative 
analysis of a bimodal size distribution where m1 << m, and 7/72 is a constant 
of order unity. According to the argument presented in Sec. VI.A, the 
dynamics of the large particles are not influenced by the motion of the small 
particles. Since small particles collide often with the large particles, their 
evolution is strongly influenced by the kinetic state of the large particles. For 
example, if the large particles have zero dispersion velocity, then their main 
effect will simply be to limit the mean free path of the small particles. An 
effective mean free path may be obtained from Eq. (6) if we replace 7 with 
(w 1_ 1 + w,-2)/0. The corresponding effective viscosity acting on the small 
particles has the form 
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c~ (r1 +qr2 ) 

v, = o 1 + (T, + q T,)' 
(I 18) 

where c, is the dispersion velocity of the small particles and q - 2 for 
R, <<R 2 (Stewart 1984). 

In the case that the large particles have a finite velocity dispersion, the 
mean free path of the small particles will be somewhat larger than the above 
estimate. The velocity change of particle 1 resulting from a collision with 
particle 2 is 

(119) 

Since the velocity components of different particle sizes are uncorrelated, 
Eq. ( 119) requires the mean square velocity change of particle 1 due to non
zero dispersion velocity of the large particles c 2 to be proportional to c;. In 
the limit of large collision frequency the additional contribution to the mean 
free path of the small particles is just c,/(w,___, 1 + w,___,2). The total v, in 
this limit therefore becomes 

c~ + c: 
v, = 0 for r, and r 2 >> 1 . (120) 

u (71 + q 7 2 ) 

In the low-r limit the calculation of the mean free path is complicated by 
the epicyclic motion of the particles. Consider the approximate equation of 
motion of particle 1 in the reference frame of its circular orbital motion: 

The right-hand side of the above equation estimates the time-averaged change 
in particle 1 's velocity caused by infrequent collisions with particles 1 and 2. 
For w, ..... " w, ..... , << fl this equation may be solved with a series expansion 
v1 = vf + v; + ... where v7 satisfies the collisionless approximation to 
Eq. (121). 

(122) 

The small collision-induced average perturbation v: is given by 

(123) 
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av;/{)t does not appear in the above equation because v; is the average change 
in v, after many orbital periods. This relation indicates how small perturba
tions from the collisionless motion are of order wc!O times the relative veloc
ity of the colliding bodies. Since v~ and v: are uncorrelated, the resultant 
change in the mean square velocity of the small particles has just two contri
butions, (wi--•, + w, ..... .)' c;/02 and w; ...... cJ02 • The first of these contributions 
tends to decrease the velocity dispersion of the small particles and thereby 
decrease the radial mean free path. Thus, if c2 = 0, the resultant shear 
viscosity for infrequent collisions is 

(124) 

Note that Eq. (124) is just the low-T expansion of Eq. (118). The second 
contribution to the small particles' velocity dispersion, w; ..... 2 cJ02 , adds to c; 
because a finite c 2 can increase the post-collisional velocity and hence the 
mean free path of the small particles. The generalization to Eq. (124) is thus 

(125) 

for T, and T2 << 1. 

The more rigorous calculation presented in the following section 
(VI.B.2) suggests a rough interpolation between Eqs. (120) and (125) of the 
form 

V = I 

(T, + q T.) [c; + q 2 T: c:/(1 + q 2 T: )] 
fl[l + (T, + q T.)'] 

(126) 

The energy of random motion of the small particles, ½c;, increases at 
the rate (9/4)02v1 due to the above shear viscosity. In addition, the large par
ticles transfer some of their energy of random motion to the small particles 
at the rate 

(127) 
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This tendency toward energy equipartition would occur even in the absence of 
the systematic shear of the mean orbital motion. Because of the inelasticity of 
the collisions, however, the energy transfer rate is modified from that given in 
Eq. (127). The kinetic theory described below yields an actual energy transfer 
rate of the form 

-2c! ] . (128) 

This equation would reduce to the form of Eq. (127) in the perfectly elastic 
limit, e = 1. The energy balance equation for the small particles is now 

(129) 

where v1 and E 1r are given by Eqs. (126) and (128), respectively. A solution 
for the steady-state c 1 can be obtained if Eq. (129) is supplemented by the 
energy balance equation for the large particles. If we neglect the effect of the 
small particles on c 2 , the equation for a single particle size applies: 

V = 2 

(130) 

Equations (129) and (130) may be used to find c: as a function of T1 and T2 • 

It should be noted that the quantity e, which appears in Eq. (128), should be 
evaluated at Ve = (c! + c:)½; however, in Eqs. (129) and (130) e should be 
evaluated at v c = V2 c 1 and V2 c2 , respectively. In general, one will derive a 
steady-state m, c~/m 2 c: < < 1 because v1 results in nonequipartition. Substitut
ing the steady-state value of c! back into Eq. (126), one obtains a shear stress 
acting on the small particles proportional to T1 v1 • 

We find that the effect of large particles on small particles depends 
sensitively on the kinetic state of the large particles and the ratio TJT2 • In the 
case c: <c;r, where c~r is some critical velocity between (mJm 2 ) c: and c:, 
large particles merely reduce the mean free path which causes the maxi
mum viscous stress, acting on the small particles, to attain a smaller value and 
to occur at a smaller T = T1 + T2 • According to arguments in Sec. IV.C, a ring 
may be stable against viscous diffusion at sufficiently small T if the e-vc law 
for the ring particles resembles that of curve (c) in Fig. 7. The above results 
suggest it is possible for the small particles to become viscously unstable even 
when the optical depth for each population may be smaller than the critical 
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value for instability in the case of a single particle size. This selective instabil
ity would tend to generate ringlets and gaps of small particles against a 
uniform background of large particles. As the density-enhanced region of the 
small particles grows, the effect of the large particles would diminish. How
ever, the density enhancement in the small particles may continue owing to 
viscous instability among the small particles themselves. In the small-particle 
gaps, the large particles dominate and eventually stabilize the evolution of the 
small particles. 

In the case c: > c~r, collisions with large particles increase the velocity 
dispersion of the small particles more effectively than they limit the small 
particles' mean free path. The resultant viscous stress, therefore, increases 
with T,/T,. Thus, the large particles induce a stabilizing effect against vis
cous diffusion among the small particles. In this case, provided T,h. = l, the 
small particles can only become viscously unstable when the large particles 
are also unstable. 

Since the kinetic properties of the large particles are not affected by the 
small particles, c2 may be deduced in terms of T2 from the energy equilibrium 
condition (Eq. 130) and e-vc law. Hence, there is a unique solution for a 
given· value of T2 • Furthermore, when an e-vc law is available, the evolution 
of viscous instability may be deduced for the two populations. 

2. Procedures for Rigorous Analysis. The heuristic discussion in the 
preceding section may be verified with a rigorous analysis. We generalize the 
kinetic theory approach for hard-sphere collisions as presented in Sec. 11.B.2. 
Let Pu and Pu be the pressure tensors associated with the probability densities 
f(m., r., v,, t) and F(m,, r,, v2 , t). For the same reasons as discussed above, 
the condition for energy equilibrium for the large particles does not change 
from Eq. (40). For the small particles, the second-order moment equation 
contains two collisional contributions such that 

(131) 

where 

(132) 

I= (Rp,, + Rp,2 ) 2 J J J (vt, v~; - v,1 v,;)/ (v,)F (v2) (g • k) d kd" v, d" v2 

and 

(133) 
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If the dispersion-velocity distributions are analogous to that expressed in 
Eq. (24 ), the integral / may be transformed into a 6-dimensional integral 
as follows: 

7T(Rp,1 +Rp,.)'N,N, I 
I = --4'-'-(2_1r_)3_Vdeta_d_et_Q __ 

(l+e)m 2 (1 +e)m 2 

where 

Q= 

x (~•Su+ g;gj)- (g1hj + h1gJ)-2g1gJ] 

xgexp(-½qT,Q-' ·q)d"q 

( 
t+T 

t-T 

t-T 
) , q = (g,r,gy,gz,h.x,hu,hz), 

t+T 

t = p/N, and T = P/N2 

(134) 

(135) 

where g = v, - v2 and h = v, + v2 • The anisotropy of the velocity distribution 
prevents an exact evaluation of the above integral. However, if we adopt the 
same approximation techniques as in Sec. 11.B.2, by replacing a factor of g 
under the integral with a constant value g 0 = (16/3) [Tr (t+ T)/61r]i, the 
integral becomes 

{ [l + e(g0 )]m 2 [ 1 ] } 
x m, + m, 3 Tr(t+ T)Su +tu+ Tu -4tu . (136) 

In the above integration, we also approximated e(vc) by e(g0 ). The value of g0 

is so chosen as to provide the exact integral for the isotropic limit. Applying 
the above result into the second-order moment equation for the small parti
cles, we find that tu is closely coupled to Tu, Note that the impact velocity 
between small and large particles may be generally different from that among 
the two populations themselves. Therefore E may assume a different value for 
different types of collisions even if E is independent of particle size. 

The solutions of the above equations may be obtained numerically for a 
given e-vc law (Stewart 1984). Preliminary results for the ad hoc prescription 
a = d log (v~) / d log (l-e2) are illustrated in Fig. 10 for different values of 
c 1/c2 and r 2 • These results are in general agreement with those obtained from 
the heuristic discussion in Sec. VI.BJ. This agreement provides an a post
eriori justification for the adopted approximation. 
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Fig. 10. Shear stress acting on small particles as a function of small particle optical depth T, for 
various values of large particle optical depth r, and two values of the velocity ratio c,lc,. For 
the smaller value of c)c,, the finite-value of c, has negligible effect. The velocity depen
dence of,; was assumed to be of the form a= d log (v;.)/d log ( I - ,;') with a= 10. 

C. Gravitational Effects on Small Particles 

• Rigorous analyses for gravitational scattering among ring particles would 
be considerably more complex than the above analyses for direct collisions. 
We mentioned some of the complications associated with gravitational scatter
ing in Sec. V.A. l. A full-scale analysis would require a description modeled 
after Stewart and Kaula (1980) modified for the physical conditions appropri
ate to planetary rings. Nevertheless, a heuristic discussion, in the spirit of the 
preceding section, may be of interest (Cuzzi et al. 1979). 

In a bimodal mass distribution where m, << m 2 , the velocity deflection 
of a small particle passing a distanced from a much larger particle m 2 is of order 
&- , = 2 Gm/(c, d). The corresponding change in the kinetic energy is c, ~c, 
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= 2 Gmjd. The frequency of such encounters is Wene = 7T d" N • c, so that the 
rate of energy transfer between the two populations isEgrav = 27rGm2 N2 c 1 d. 
For a thin ring, most gravitational encounters occur over a distance Rp., 
<d <c JO,. The cumulative effects of nearby and distant encounters may be 
approximated by the effect of one single encounter at a distance derr = 2 
GmJc: so thatEgrav = 41rG 2 m:NJc, (Cuzzi et al. 1979). 

In addition to the energy change, gravitational scattering can also change 
the mean free path of the particles. To lowest order, the resultant change in the 
shear viscosity may be estimated in the same way as perfectly elastic colli
sions with collision frequency 

The straightforward extension of Eq. (118) is thus 

V = 1 0, [1 + (T, + q T2 + Wene/0,)'] 
(138) 

If we insert this expression back into the energy equilibrium Eq. (55) and 
substitute Wene from Eq. (137) we obtain the following form of the energy 
equation: 

(9/4) 0, [T, + q T, + 41rG 2 m:NJ(c!O)]c~ 2 2 

1 + [T, +qT,+41rG 2 m;NJ(c:n)]" =w, ..... ,(1-e)c, · 0 39) 

In the low-T limit this expression agrees with the corresponding equation 
given by Cuzzi et al. (1979), who simply added.E'grav to Eq. (55). In the limit 
of T., T,, Wenc/fi ,=::: 1, Eq. (139) must be used. This equation can be solved for 
the steady-state c ,; then the stress acting on the small particles is obtained 
from T,v,. This stress differs from that given by Ward and Harris (1983) who 
neglected to include the effect of Wene in the shear viscosity. 

Gravitational scattering can also cause energy transfer from the large 
particles' random motion into the small particles' random internal motion. 
This dynamical friction effect was recently described in the context of the 
solar system accretion disk by Stewart and Kaula (1980). The resultant energy 
transfer rate will be negligible compared to the collisional energy transfer rate, 
Eq. (128), unless the velocity dispersion of the small particles falls below the 
escape velocity from the larger particles, Vesc = (Wm/RP.,)l. As in the case 
of direct collisions, the underlying energy source is derived from the systema
tic shearing motion. Therefore this source of energy must again be equivalent 
to an additional viscous stress. The above formula does not include this effect; 
the calculation could be done with the methods of Stewart and Kaula (1980). 

In an energy equilibrium, a small optical depth corresponds to a large 
velocity dispersion so that gravitational scattering is relatively ineffective. For 
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a fixed ratio of r,/r2 , the viscous stress due to gravitational scattering increases 
with T since Wene increases with T and c I decreases with T. Therefore, gravita
tional scattering between the two populations again provides a stabilizing 
effect for the small particles. More detailed calculations are necessary to 
clairfy this effect, as it may depend sensitively on the validity of the 2-body 
scattering formula for Wene· 

The above analysis for a bimodal distribution is a highly simplified at
tempt to account for a mass distribution of the form given by Eq. (114). 
Meaningful comparisons with observations may require a more general 
analysis where a realistic particle-size distribution is included. 

VII. CONCLUSION 

In this chapter, we have outlined the general formalism for calculating the 
structure, stability and viscous evolution of planetary rings. We have attemp
ted to demonstrate the basic underlying physics with an idealized collision 
model for ring particles. For simplicity, much of the discussion is based on a 
uniform particle-size distribution and direct physical collisions. We also pro
vided a limited discussion of additional effects due to nonuniform size distri
bution and gravitational interaction among the ring particles. The main con
clusions that can be reached at the present time are as follows: 

l. The steady-state structure of a particle disk is highly dependent on the 
degree of dissipation that occurs in collisions, i.e., the E-Vc relation. 

2. For the simple case of nongravitating hard spheres, thermal stability of a 
disk is assured provided that dE2/d£ < 0, where Eis the energy of random 
motion. Thermal stability implies that the disk can reach an energy 
equilibrium at a finite scale height. 

3. Equation (88) gives the conditions under which a viscous diffusion insta
bility occurs, which may cause a ring system to break into many small 
ringlets separated by gaps with moderate optical depth. The occurrence of 
instability depends on the relationships between E and v c and between E 
and T. Preliminary experimental results for the E-Vc relation for ice 
particles indicate that this mechanism could operate in Saturn's B Ring. 

4. In regions of planetary rings with high optical depth, both the finite size 
of the particles as well as their mutual gravitational interaction produce 
important deviations from the hard-sphere model. These effects tend to 
enhance thermal stability and therefore to modify the requirement dE2

/ 

dE<O. The criterion for diffusion instability is also modified to enhance 
stability at high T. 

5. A distribution of particle sizes can lead to more complicated size
selective diffusive instabilities. Preliminary analysis of a simple model 
with two particle sizes suggests that the diffusion instability for the 
smaller particles may occur at a smaller optical depth than for the larger 
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particles. This effect arises from the strong influence of the large particles 
on the dynamics of the small particles as opposed to the nearly negligible 
response of large particles to impacts of small particles. The resulting size 
segregation could lead to observable radial structure in the rings. 

We can identify two directions for future investigations. First, it is impor
tant to analyze carefully and verify the several assumptions required for the 
kinetic theory of hard-sphere particle disks described in Sec. II. The tradi
tional Boltzmann-equation formalism employed by Goldreich and Tremaine 
(1978) is based upon the approximate representation of Keplerian orbits as a 
random velocity dispersion about coplanar, circular orbits; the detailed 
dynamics of individual orbit changes as well as the systematic nature of the 
epicyclic motion is neglected in favor of collective conservation laws for total 
angular momentum and energy. 

A more rigorous approach should formulate a Boltzmann equation di
rectly in terms of the orbital elements of the particles (Hameen-Anttila 1978). 
Since a particle's semimajor axis as well as the eccentricity and inclination is 
changed by a typical collision, the zeroth-order moment of Hameen-Anttila 's 
kinetic equation already describes the radial spreading of a particle disk. This 
treatment contrasts with the more traditional approach (described in Sec. II) in 
which the continuity equation must be supplemented by the first and second 
velocity moment equations so that a closed equation for the surface density 
evolution can be obtained. Nevertheless, by use of a Taylor expansion about 
the collisional change in semimajor axis and several additional approxima
tions, Hameen-Anttila obtains a coefficient of shear viscosity identical to our 
Eq. (53). More work is needed to relax some of the assumptions of previous 
work and to rederive our basic results in a more fundamental way. Such work 
should also lead to generalizations of the present results to more complicated 
situations, such as steep density gradients, where the hydrodynamic approxi
mation breaks down. 

Once the physics of the hard-sphere collision model in particle disks has 
been satisfactorily established, further investigation of more realistic collision 
models should be pursued in parallel with laboratory experiments on the 
collisional properties of candidate ring particle materials. Some of the compli
cations which can arise in the event of particle aggregation and fragmentation, 
for example, are indicated by recent work on the protoplanetary disks of 
planetesimals (see chapters by Ward and by Weidenschilling et al.). 

Future observations and further data analysis of the Voyager observations 
are needed to better constrain the size distribution of particles in Saturn's rings 
and the degree of size segregation associated with observed structure in the 
rings. Many component kinetic theories should help to elucidate these 
phenomena. The most complex structure appears in the denser portions of 
Saturn's B Ring where the effects of finite particle size and self-gravitation are 
expected to be important. A complete incorporation of these effects into the 
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kinetic theory will undoubtedly lead to complicated many-body effects. The 
wealth of phenomena known to occur in the theory of liquids compared to that 
of the ideal gas suggests many possible transport processes yet to be discov
ered in Saturn's rings. 
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WAVES IN PLANETARY RINGS 

FRANK H. SHU 
Institute for Advanced Study 

The Voyager spacecraft revealed the rings of Saturn to have an unexpected 
richness of structure. Many of the observed features have now been identified as 
collective effects arising from the self-gravity of the ring material. These effects 
include spiral density waves and spiral bending waves, the main topics of this 
review chapter. Both kinds of waves were first discussed in the astronomical 
literature in connection with the dynamics and structure of spiral galaxies, 
and our discussion contrasts the similarities and differences between the 
disks of galaxies and planetary rings. After developing the theory of free 
and forced waves of both types, we discuss how the observed waves can be used 
as diagnostics to obtain crucial parameters that characterize the physical 
state of the rings. 

I. INTRODUCTION 

A. Similarities and Differences Between Galactic Disks and 
Planetary Rings 

Superficially, apart from a difference in scale of a factor of a trillion, the 
disks of spiral galaxies and of Saturn's rings would seem to have many 
similarities; they are both spatially thin structures supported primarily by 
centrifugal equilibrium; they are both made of innumerable discrete objects 
whose random motions are small compared to their circular speeds; they both 
have considerable internal structure. Indeed, it is the premise of this review 
that collective gravitational effects explain much of the internal structure of 
both objects. 

There is, however, a crucial difference in the relative scale of the collec
tive processes which operate in disk galaxies and in Saturn's rings. The 

[ 513 ] 
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natural scale of self-gravitational disturbances in flattened distributions of 
matter with surface mass density a- and angular rotation speed D is roughly 
given by (cf. Toomre 1964) 

27TGa-
L = ---,-,

K 
(1) 

where the epicyclic frequency K is related to D through Eq. (4a) below. In 
spiral galaxies, the scale L is comparable to the radius r of the disk, 
while in planetary rings, L << r. Indeed, in Saturn's rings, er ~50 g cm-', 
K~ 2 x 10-• s-', and L ~ 500 cm, which is much less than r ~ 1010 cm. The 
reason for the difference in the ratio of L to r, of course, is that the ratio of 
mass in the disk to that in the rest of the system is much smaller for Saturn 
than for spiral galaxies. 

A heuristic derivation of Eq. (1) exhibits the physical ideas. Consider an 
axisymmetric perturbation that results in a ring of mass per unit length CT7Tl 
over half a radial wavelength 7Tl. For l < < r, the ring may be modeled locally 
as a straight wire which produces, at a distance l, an excess gravitational 
acceleration toward the center of the ring determined by Gauss's law: 

2G(cr7rl)/l =27TGcr. 

Notice that the collective attraction of a narrow ring of given surface density er 
is independent of its radial width l, a result that makes our consideration 
different from the usual Roche limit arguments. Resisting the collapse of the 
ring is a Coriolis acceleration directed radially away from the center of the 
ring, 2D v, which results because the tendency to conserve angular momen
tum produces perturbational tangential velocities v. To estimate v, note that 
the excess (or deficit) of specific angular momentum 11 J of material moved a 
small radial distance l inward ( or outward) is 

d 
11 J = I ~ (r 2D) . 

The excess velocity v associated with 11 J is v = 11 J Ir. If we make use of 
Eq. (4a), we now find the Coriolis acceleration to be 

2D v = K 2l 

which increases linearly with l. The destabilizing effect of self-gravity, 
27T Ger, and the stabilizing effect of rotation (which acts similarly to tidal 
forces) K 2l, are exactly balanced if l has the critical value L given by Eq. (l ). 
Axisymmetric disturbances of (inverse wavenumber) scale smaller than Eq. 
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( l) require more than rotation alone to stabilize them against the self-gravity 
of the disk. 

The agent that stabilizes galactic disks against short-scale disturbances is 
random motions; a different agent probably works in planetary rings because 
of the difference in the physical nature of the constituent bodies. The particles 
constituting Saturn's rings are solid particles whose effective radii R are of 
order 5 m (Marouf et al. 1983; see also chapter by Cuzzi et al.), i.e., 
comparable to the value of L computed above. In our opinion, the rough 
equality R - L is no coincidence, but may reflect the operation of self
gravitational instabilities in Saturn's past. The idea is analogous to Goldreich 
and Ward's (1973) suggestion for the formation of asteroid-sized bodies in the 
early solar system. 

Imagine that the distribution of ring-particle sizes was such that initially 
all the particles' radii were less than L. Then, inelastic collisions reduce the 
level of random velocities beneath the minimum required for gravitational 
stability of axisymmetric disturbances (cf. Safronov 1960; Toomre 1964). 
Collective instability would set in, and many particles would grow to size L, 
or perhaps even larger. At that point, however, the system would be stabilized 
even if the random velocities were reduced to zero, for all disturbances of 
scale larger than L would be stabilized by rotation, and all disturbances 
smaller than L would be stabilized by the effects of finite particle size. (It is 
meaningless to contemplate disturbances of inverse wavenumbers less than 
the size of a solid particle.) Without collective instabilities, the particles may 
be unable to agglomerate further, on a particle-particle basis, because the 
rings of Saturn are, of course, within the Roche limit of Saturn. However, 
the Roche-limit obstacle would not have applied to the growth of planets in 
the solar nebula, or indeed to the growth of the satellites of Saturn exterior 
to its rings. 

Left to themselves, then, the rings of Saturn are incapable of exhibiting 
resolvable collective gravitational behavior. [ Of course, the influence of rela
tively large embedded bodies within the ring system may be enhanced by the 
effects of the collective self-gravity. For example, it has been proposed ( Col
ombo et al. 1976; Franklin and Colombo 1978) that trailing "density wakes" 
of the type studied by Julian and Toornre (1966) may explain the azimuthal 
asymmetries which have been observed in Saturn's A Ring (Carmichel 1958; 
Esposito et al. 1980). Such wakes may be regarded as superpositions of many 
density waves produced by a localized source (Hunter 1973).] Indeed, unlike 
models of disk galaxies, the rings of Saturn have no known gravitational 
instabilities; all the observed collective gravitational phenomena are driven 
waves. These waves turned out to be visible by Voyager spacecraft because 
they are excited by resonant interaction with various external satellites, and 
the wavelength of density waves or bending waves near their resonant source 
can exceed the corotating scale 21rL by a few orders of magnitude. Before the 
Voyager encounters with Saturn, driven density waves had already been 
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invoked by Goldreich and Tremaine (1978b) as a mechanism by which the 
influence of resonances could be extended to clear wide gaps. The basic idea 
is simple. Spiral density waves launched from inner Lindblad resonance (see 
Sec. II.C) carry negative angular momentum. As these waves propagate 
outward and dissipate, their angular momentum deficit is transferred to the 
basic rotational motion of the ring particles, causing them to drift slowly 
inwards toward the position of the inner Lindblad resonance. If this tendency 
is sufficiently strong, a gap in front of the inner Lindblad resonance may be 
opened. Except for the outer edges of the A and B Rings of Saturn, the 
gap-producing ability of resonances remains unverified, but the waves that 
they do excite have yielded a powerful diagnostic tool for investigating the 
physical state of planetary rings. 

B. The Role of Physical Collisions 

Physical collisions play an important role in galaxies only for the 
dynamics of the interstellar gas, a minor fraction of the total mass of a galaxy. 
On a large scale, such collisions make processes such as galactic shocks 
possible (Fujimoto 1968; Roberts 1969; Shu et al. 1973; Woodward 1975), 
and thereby they accentuate the observability of spiral structure. But their 
absence in the stellar component necessitates that the bulk of the matter in the 
disk acquire nonnegligible random motions (Toomre 1964, 1977). 

In planetary rings, inelastic collisions between ring particles affect the 
large-scale structure more directly (Goldreich and Tremaine 1982). First, in 
the absence of perturbing effects, they make the collection of ring particles 
ultimately settle into the equatorial plane of the planet. Second, they quickly 
dissipate the random motions of all but the smallest ring particles (which may 
be subject to strong electromagnetic forces). Third, they lead to friction, 
which generally works to destroy structure in the ring system ( Cook and 
Franklin 1964; see, however, chapter by Stewart et al. in this book). Because 
of inelastic collisions, the random velocities would tend toward zero, were 
they not offset by the input of kinetic energy from viscous spreading or from 
gravitational stirring by external satellites. 

The level of shear friction in the rings is characterized by the kinematic 
viscosity v. For ring material of normal optical depth T not very different 
from the order of unity, and made of particles with characteristic size R that 
possess rms random speed c in a typical direction, kinetic theory yields the 
following approximate formulae for the kinematic viscosity (Brahic 1977; 
Goldreich and Tremaine 1978a): 

v = OR 2T for c < 20R . (2a) 

v = ( ~) ( T ) forc>20R (2b) 
20 l + T 2 
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Fig. I. Schematics of spiral density waves. The actual wrapping is much tighter for real 
density waves in ring systems. 

Since the typical vertical displacement of a particle from the central ring plane 
is cl n, Eq. (2a) gives the value of the "monolayer viscosity," because it 
applies when the vertical excursions of a ring particle (the characteristic ring 
thickness) become comparable to or smaller than the size of the (largest 
plentiful) particles. In planetary rings, particles probably come in a broad 
distribution of sizes (Marouf et al. 1983), and Eqs. (2a, b) apply only in an 
average sense (Henon 1981; Goldreich and Tremaine 1982). 

In Saturn's rings, it has been found (Cuzzi et al. 1981; Lane et al. 1982; 
Lissauer et al. 1982) that the random speed c is so small that the noncircular 
excursions of ring particles are at most tens of meters, much less than the scale 
of resolvable collective phenomena. Thus, to a high degree of approximation, 
we may ignore the effects of the noncircular motions in their contribution to a 
force of "pressure" in our discussion of the collective dynamics, thereby 
greatly simplifying the conventional treatments (cf. Lin and Shu 1968; 
Toornre 1969; Goldreich and Tremaine 1978b; Bertin 1980). In the context of 
density waves, this means that we restrict ourselves to the study of the "long 
waves,'' and ignore the ''short waves'' that are so prominent in theories of the 
spiral structure of disk galaxies (e.g., Shu 1970; Lin and Lau 1979). We take 
account of the nonzero random speeds only insofar as they contribute to the 
gradual damping of density waves and bending waves through the viscosity 
(Eq. 2b). 

C. Schematics of Density Waves and Bending Waves 

Before we begin our formal analysis, we will give a brief descriptive 
account of how density waves and bending waves are initiated in planetary 
rings by resonant interaction with external satellites. Consider first the excita-
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Fig. 2. Schematics of spiral bending wave. 

tion of density waves. In the absence of external forcing, the unperturbed orbit 
of a ring particle is a perfect circle if we ignore the small random motions. 
When disturbed by the Fourier component of a satellite's gravity which is 
m-times periodic in 3, the steady-state response of the ring particle will 
contain m outward excursions and m inward excursions, which try to follow 
the rotation rate of the disturbing force field. These inward and outward 
excursions will be most severe for ring particles near a resonant condition. 
Beyond an inner Lindblad resonance, the outward excursions will be less than 
the outward excursions of the ring particles closer to exact resonance; thus the 
intervening material will be compressed. The corresponding material between 
the inward excursions will be rarefied. The excess and deficit of material will 
exert gravitational accelerations on neighboring pieces of matter, whose 
nonaxisymmetric density response communicates the disturbance further. 
This is the beginning of a density wave. Because of the differential rotation, 
the crests and troughs will trace a spiral pattern (Fig. 1). 

A similar scenario holds for the excitation of bending waves. A satellite 
circling in an inclined orbit with respect to the ring plane will exert periodic 
vertical forces on the ring particles. The upward and downward motions will 
be most severe near resonance. As these particles move up and down, their 
gravitational attraction on neighboring regions will cause the latter also to 
oscillate. The disturbance therefore propagates away from the resonance re
gion as a bending wave, much as shaking a bedsheet at one end will put flaps 
into the sheet. In the case of Saturn's rings, a steady state is soon reached 
where the vertical input of energy (and angular momentum) at the resonance is 
carried off by a spiral bending wave (Fig. 2). This drainage of the secular 
input at resonance prevents the vertical excursions of the ring particles from 
becoming so large as to invalidate the linear theory. 
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II. ORBITS AND RESONANCES 

A. The Epicyclic Theory and Its Relation to the Keplerian Problem 

519 

Adopt cylindrical coordinates (r, 9, z), and consider a free particle orbit
ing in a circle of radius r with angular speed 11 (r) in the equatorial plane 
z = 0 of an axisymmetric body (the planet) with an associated gravitational 
potential cpp(r,z). Centrifugal equilibrium requires 

r112(r) = -- . l acpp ] 
ar z=O 

(3) 

If this test particle is displaced by an arbitrary small amount, it will oscillate 
freely in the horizontal and vertical directions about the reference circular 
orbit with epicyclic frequency K (r) and vertical frequency µ (r) given by 
Lindblad 's theory of epicyclic motion ( Chandrasekhar 1942): 

(4a) 

l a" ] 2 cpµ 
µ,(r) = -a 2 • 

Z z=O 
(4b) 

When the field point is outside the body of Saturn, cpp satisfies Laplace's 
equation 

_I ~Ir acpp ] + 
r ar l ar 

= 0. (5) 

Equation (5) applied to z = 0 yields the following useful relation between the 
vertical frequency µ,, the radial frequency K, and the tangential frequency 11: 

(6) 

If the planet were spherical, µ, K, and 11 would all be equal; however, 
because Saturn is oblate,µ is slightly greater than 11, and K is slightly less. 

The relation of the above discussion to classical notions in celestial 
mechanics is simple. Becauseµ, =t= Kt= 11, a noncircular orbit in inertial space 
is generally not closed. Withµ, > 11 and K < 11, we have nodal regression and 
apsidal advance. In terms of an expansion in multipole moments, it is conven
tional to write the planetary potential in the equatorial plane as 

GMp [ X l 
'PP (r, 0) = - -r- 1 - I 12n (Rp/r) 2nP211 (0) , (7) 

fl::=, I 
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where Mp is the planet's mass, Rp is its radius, 12n is its 2n-th multipole 
moment, and 

( 
l )n (2n)! 

P2n (0) - 4 (n !)' (7a) 

is the value of the Legendre polynomial of order 2n at the origin. Given the 
parameters for the planet, Eqs. (3), (4a), and (6) allow us to calculate n (r), 
K (r), andµ, (r). 

B. Forcing by an Orbiting Satellite 

Consider now a satellite of mass M which orbits the planet with a small 
eccentricity e M in a plane inclined by a small angle i M with respect to the 
planet's equatorial plane z = 0. Let (rM, 9M, ZM) be the time-dependent 
cylindrical coordinates of this satellite. The (direct) contribution of the satel
lite to the total gravitational potential is 

Strictly speaking, one should also include the effects of the usually less 
important "indirect" term, which arises because the presence of the satellite 
accelerates the center of the planet, where we have placed the origin of our 
coordinate system (see Appendix A). 

What is important for us here is thatr~t) - aM, 0M (t) =9~t)-0.Mt, and 
ZM(t) represent small quantities and, moreover, are periodic functions. To a 
sufficient degree of approximation, the quantitiesrM(t) and 0M(t) have period 
21r!KM, whilez.11 (t) has period 21r/ /,1,M- Thus, not only can we expand for small 
eM and iM, but since 'PM(r,9,z,t) is periodic in time t and angle 9, we may also 
perform Fourier analysis in these variables. The result consists of a series of 
expressions ordered in eM and sin iM, each one of which can be decomposed, 
by means of trignometric identities, into elementary terms of form 

R [m ( ) i(wt-m8 )] e '+',11 r,z e , (9) 

where the disturbance frequency w is given as a sum of integer combinations 
of OM, µ,M, and KM, 

(10) 

where m,n,p are nonnegative integers. In Appendix A, we give explicit 
techniques and formulae for calculating the coefficient <l>M(r, z) and its deriva
tives in the plane z = 0. For the present discussion, we merely state that n is 
even for horizontal forcing and odd for vertical forcing. Moreover, the forcing 
amplitude associated with the disturbance frequency (Eq. 10) is proportional 
toeM1P 1sin 1n 1iM (Goldreich and Tremaine 1978b; Shu et al. 1983). 
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C. Classification of Horizontal and Vertical Resonances 

Consider the response of a test particle placed in a circular orbit in the 
ring plane. For small perturbations from a satellite, the particle responds as 
a multidimensional, forced, linear-harmonic oscillator. In particular, it may 
suffer resonances if the relative frequency at which it experiences the distur
bance of the satellite, referred to its local rotation rate, is equal to any of the 
natural frequencies of its free oscillations (cf. Franklin and Colombo 1970; 
chapter by Franklin et al. in this book). In the present notation, it will undergo 
horizontal (Lindblad) resonance if it is placed atr = r1, where rL satisfies (Lin 
and Shu 1966): 

(11) 

with w given by Eq. (10). On the other hand, it will suffer vertical (inclina
tion) resonance if its radial position rv satisfies (Shu et al. 1983): 

w-m!l(rv) = ± µ, (rv). (12) 

When condition (11) holds for the lower (upper) choice of sign, we refer to rL 

as an inner (outer) Lindblad resonance or horizontal resonance. When condi
tion (12) holds for the lower (upper) choice of sign, we refer to rv as an inner 
(outer) inclination or vertical resonance. Because large satellites exist exterior 
to the main ring systems, nM < n, and inner resonances are generally more 
important than outer ones. Of all inner Lindblad resonances, apsidal reso
nances, where 

are especially interesting in the context of collective effects, since planetary 
rings can be in near resonance, n (r)-K (r) = OM, with a distant satellite for 
a large range of radii r, making the density waves driven by such resonances 
more easily resolved (Cuzzi et al. 1981). 

To fix ideas for a more typical case, let us give an example. The dis
turbance frequencies associated with the 4:2 inner horizontal and vertical 
resonances of Mimas are given by 

while the positions of the corresponding resonances are given through 

3!1 (rv)-µ, (rv) = Wvert• 
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Fig. 3. Schematic drawing which shows how the oblateness of Saturn results in different radial 
locations rL and rv for the 5:3 inner Lindblad resonance and inner vertical resonance of 
Mimas. 

If fl, µ,, K were all equal, then rL and rv would coincide and equal a position r 
where the ring particle circles Saturn four times for each two times Mimas 
circles Saturn: fl (r)/0.w = 4/2. This rational number gives the resonances 
their names. However, becauseµ,> fl> K due to Saturn's oblateness, the 
degeneracy r1, = rv is split, and the 4:2 vertical resonance lies somewhat 
inside the 4:2 horizontal resonance, which is itself somewhat inside the 2: l 
horizontal resonance of Mimas ( the outer edge of the B Ring), where 

Figure 3 demonstrates the analogous situation for the 5:3 resonances. 
Clearly, if one were willing to contemplate all possible rational combina

tions, one could have more than enough resonances to do anything one 
wanted. But our comments after Eq. (10) imply that the satellite forcing 
associated with resonances characterized by a ratio of integers which contain a 
difference N between numerator and denominator must be proportional to a 
product of (N - 1) factors of the small quantities, e.w and sin iM. Thus, the 
strongest inner horizontal resonances correspond to the ratio m:m -1, involv
ing only the circular part of the satellite's motion, while the strongest inner 
vertical resonances correspond to the ratio m+l:m-1, involving one factor 
of the inclination of the satellite's orbit. 



WAVES IN PLANETARY RINGS 523 

III. WAVES AS PROCESSES 

We now begin our formal dynamical analysis. We wish to calculate the 
collective response of a planetary ring to horizontal and vertical forcing by an 
external satellite. In what follows, we develop the inviscid theories and incor
porate the effects of friction as small corrections to the final results. We limit 
our discussion to waves of small amplitude. In the linear approximation, 
horizontal and vertical motions decouple, so density waves and bending 
waves may be treated separately. Nonlinear effects do play a role in many of 
the density waves observed in Saturn's rings, but those effects were still 
incompletely evaluated at the time this review was written. 

A. Spiral Density Waves 

It is known, from studies of the collective behavior of galactic disks, that 
if random velocities of the constituent bodies can be ignored, the (nondisspa
tive) behavior calculated from a kinetic treatment (using an encounterless 
Boltzmann equation) is identical to a fluid treatment (using the gas-dynamical 
equations with zero pressure and viscosity). Since the fluid treatment is much 
simpler, we adopt it here. 

1. Basic Equations. Consider the horizontal dynamics of a disk of matter, 
which we shall idealize as being infinitesimally thin. Let the surface mass 
density of this disk be u (r, 9,t). If 'Pv(r, 9,z,t) is the self-gravitational poten
tial associated with this disk, it satisfies Poisson's equation 

~ (r acpD ) + I 82cpv 82cpv 
r ar ar r2 a92 + fii.2 = 41rGu8(z) ' (13) 

where 8 (z) is the Dirac delta function. 
Let u(r, 9,t) and v (r, 9,t) be the rand 9 components of the fluid velocity. 

The equations of compressible fluid dynamics for purely horizontal motions 
in a pressureless inviscid disk read 

au I a I a 
-at+ a r r 

(ruu) + r 89 (uv) = 0, (14) 

au au vau 
~ + u a;:--+ r 89 (15) 

(16) 

2. Equilibrium State and Linear Perturbations. We take the total state of 
the system to be one of centrifugal balance plus small perturbations. Neglect-
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ing terms of second order in the perturbations, and looking ahead to calculat
ing the linear response for satellite forcing of the form given by Eq. (9), we 
write 

f i(wt-m9)] 
u(r,9,t) = u 0 (r) + RelS(r)e , (17a) 

u(r, 9,t) = 0 + Re U(r)e , l i(wt-m9)] (17b) 

v(r, 9,t) = r (r) + Re r e , n IV( ) i(w1-m9)] (17c) 

where, strictly speaking, we should take O(r) to satisfy 

with 'PDo being the potential that corresponds to the equilibrium disk of surface 
density CT 0 , and I 'PMo the time-independent axisymmetric part of the potential 
due to all of the planet's satellites (see Eq. A13 of Appendix A). In practice, 
since the masses of the satellites and known planetary rings are very small 
compared to the Jovian planets, Eq. (3) provides a sufficiently accurate ap
proximation to Eq. (18), except possibly if we want very precise locations for 
apsidal resonances. Our treatment of waves in this chapter is sufficiently 
general to accommodate the replacement of Eq. (3) by the more accurate Eq. 
(18), desirable for some applications (e.g., close binary stars, the solar 
nebula). 

The substitution of Eqs. ( 17) and ( 18) into Eqs. ( 14) to ( 16) yields the 
linearized set 

Id im 
i(w-mf!)S + -d- (ru0U) - - u 0 V = 0, 

r r r 
(19) 

(20) 

(21) 

In Eqs. (20) and (21), the functions <PD (r,z) and <PM (r,z) are evaluated in the 
plane z = 0. The function <P.lf is the appropriate Fourier coefficient in expres
sion (9), while <PD satisfies the linearized form of the Poisson Eq. (13) for the 
self-consistent field of the disk. 
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( 
a<l>v ) a'<l>v m2 

r a;- + a lz I' - 7<l>v = 0 for lz I > 0, 

S(r) = --1 ( a<l>v ) 
2rr G a1z1 lzl=o+· 
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(22a) 

(22b) 

To derive Eq. (22b), integrate Eq. (13) from z = 0- to z = 0+ under the 
assumption that <l>v is continuous across z = 0, but that its z-derivative re
verses signs. 

lfwe solve Eqs. (19) to (21) algebraically forS, U, V, we obtain 

where Au, Av, As are the real differential operators, 

AF= -1 l-(w-mfl) ~ +~2n] , 
D dr r 

Av=~ l K 2 d 
- ; (w-mn)] ' 2!1 dr 

As= ( ) ( ld 
ra-0 Au + ; a-0 Av) , w-mn r dr 

(23a) 

(23b) 

(23c) 

(24a) 

(24b) 

(24c) 

and where D is the determinant of the coefficient matrix associated with Eqs. 
(20) and (21): 

D = K 2 - (w-mD)' . (25) 

Clearly, D is a discriminant for the distance (in frequency) from Lindblad 
resonances (cf. Eq. 11). 

Given <l>M, Eqs. (22) and (23c) form our basic set to solve for S(r) and 
<l>v (r,0). Having obtained <l>v (r,0), we recover from Eqs. (23a) and (23b) 
the two components of fluid velocity U(r) and V(r). We now formulate an 
asymptotic approximation which greatly simplifies our task. 

3. Asymptotic Theory. We are interested in solutions where the self
consistent part of the disturbance gravitational potential in the disk plane, 

<l>v(r, 0) a: F(r), (26) 



526 F. H. SHU 

varies rapidly with r (because the scale length of collective effects is small). 
With this assumption, Eq. (22a) has the approximate form (for more accurate 
treatments, see Shu [1970] and Bertin and Mark [1979]): 

+ 
02<Po 
olzl2 = 0 for lzl > 0, (27) 

Laplace's equation in rectangular coordinates. The solution to Eq. (27), sub
ject to the condition (26), is 

<1>/)(r,z) = F(r+ is lzl) , (28) 

where s = ± I , and the correct choice of sign is to be made on the basis 
of physical arguments (vanishing of <l>IJ at large lzl). With the solution (28), 
Eq. (22b) becomes 

is dF (r) 
S(r) = 21r G dr 

is d<l>v 
21r G dr 

(29) 

where <l>n in the last expression is evaluated in the plane z = 0. Apart from the 
assumption that d<l>0 /dr is large in comparison with <1>0 /r, we allow for the 
possibility that the derivative of a-0 ID might be large. Then Eqs. (24a,b,c) 
allow us to approximate 

(30a) 

(30b) 

Note that the dominant contribution to As comes from the effect of the 
radial motion in the equation of continuity (Eq. 19). Substituting Eqs. (29) 
and (30) into Eq. (23c) allows us to integrate once in r. Rearranging terms, 
we obtain 

r 
d<l>o 

dr 

isrD d<l>u m20 
<l>v = - r--·- + (w-m"' ) <l>J1 . 21T Ga-0 · d r u 

(31) 

With <l>M given, Eq. (31) becomes the fundamental differential equation of 
our system to solve for the radial dependence <l>v(r, 0) of the disk potential. 
Although only one spatial derivative of <l>u appears in Eq. (31), the presence 
of i in front of the undifferentiated term makes Eq. (31), as we shall soon 
see, an inhomogeneous wave equation. 



WAVES IN PLANETARY RINGS 527 

3a. Free Spiral Density Waves. Ignore, for the time being, the in
homogeneous terms proportional to <l>M in Eq. (3 l), and consider free solu
tions with the WKBJ form 

<l>v(r,0) =A(r) exp [i J kdr ], (32) 

where k is real width I k I r > > 1, so the phase of <I> v (r, 0) varies much more 
rapidly than its amplitude A(r). The requirement that the expression on the 
right-hand side of Eq. (28) decays with increasing lz I (as exp [- I kz I]) 
requires us to identify s = ± l to be 

s = sign(k) 

With this identification, Eq. (29) becomes 

(33) 

(34) 

showing that density maxima correspond to potential minima. The loci of 
surface density maxima (cf. Eq. 17a) correspond to the curves 

wt-m9+ Jkdr= n21T,n =0,1, ... ,m-1, 

which, at any fixed time t, describe an m-armed spiral. These spirals trail with 
the direction of rotation if k < 0, and lead if k > 0. For m =f 0, the pattern of 
spiral am1s rotates as a rigid body at the angular pattern speed 

The substitution of Eq. (32) into Eq. (31), with the right-hand side set 
equal to zero, yields, to lowest asymptotic order, the dispersion relation for 
long spiral density waves (Lin and Shu 1964): 

(35) 

which has an associated turning point (where k is zero) at D = 0. For regions 
where a-0 /D is not rapidly varying, the associated solution for the dyamical 
response (Eq. 30a) of the surface density is 

(36) 

Comparison of Eqs. (34) and (36) lends insight into why self-sustained 
density waves can only exist in regions where D > 0. In the regions where 
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D < 0, the density response (Eq. 36) is 180° out of phase compared to 
the value ( Eq. 34) required to sustain the gravitational potential that 
drives the response. Thus, density waves are evanescent in the regions 
whereD <0. 

For axisymmetric disturbances, m = 0, Eq. (35) formally predicts insta
bility, w2 < 0, for large wavenumbers. However, such potential instabilities 
take place only for wavelength scales where it is inappropriate to ignore the 
effects of the finite random motions arid sizes of the particles. For example, if 
we include acoustic effects and the finite thickness of the disk, we obtain a 
dispersion relationship of the form (Lin and Shu 1968; Vandervoort 1970): 

(37) 

where c is the rms velocity dispersion in the radial direction and T = T ( I k I z 0 ) 

is a thickness reduction factor associated with a finite equivalent vertical 
thickness (see Appendix B): 

a-,i(r) 
2zo(r)=---

Po(r,0) 
(38) 

where p0 (r,0) is the average volume mass density in the plane z = 0. The 
function TW has a value of unity for , = 0, and it monotonically approaches 
zero as 11,, for, very large. If we set T = I in Eq. (37), we easily show that 
all local instabilities are suppressed if c exceeds the critical value (Safronov 
1960; Toornre 1964): 

Cerit = 
7T Ga-o 

K 

In the other limit, where, is very large, Eq. (37) becomes the dispersion 
relationship appropriate for density waves propagating in a cylinder of infinite 
(relative) height (cf. Chandrasekhar 1961): 

(w-m O ) 2 =K2 -47TGpu(r, 0) + c 2k2. 

This limit is, however, of little practical astronomical interest. 
In the present context, it is more interesting to imagine inelastic collisions 

reducing the actual c to zero. The quantity z0 , as defined by Eq. (38), would 
not be zero, for the particles would still have finite size. Indeed, in this 
situation we expect the disk to form a monolayer of particles with z0 - R, 
where R is a characteristic particle size. Form = 0, Eq. (37) can now be 
written in the form 

2 2 <Io 
w=K-27TG-,Tm. 

Zo 
(39) 
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Since {T( {) is always less than unity, the above shows that instabilities of 
all wavelengths are still suppressed if 

Zo>--,
K 

(40) 

where the right-hand side represents nearly the same length scale as Eq. (1). 
Equation (39) can also be used to express an idea complementary to the 

Roche limit. Begin by noting that p0 (r,0) cannot exceed the internal volume 
density, p1 of the individual particles. Note also that ik I cannot meaningfully 
be taken much larger than the reciprocal of R; thus, the product ,T(') is also 
likely to be a small fraction. Setting 

where 8 is a small fraction, and writing 

" r 

where pp is the planet's mean density, we may now express the stability 
criterion, w2 > 0, as 

The physical interpretation of the above is that a monolayer of solid particles, 
which attract each other only by mutual gravitation, cannot agglomerate to 
larger sizes if they orbit in a ring too close to the planetary surface. Thus, if all 
particles are initially very small and the surface density is too large for them to 
form a monolayer, then inelastic collisions would bring the ring to a condition 
of gravitational instability. The particles would grow to sizes such that the 
surface density could be more or less accommodated by a monolayer. The 
ring system would then be stable to collective gravitational effects even if the 
velocity dispersion were reduced to zero. Tremaine (personal communication) 
has independently reached similar conclusions. This does not imply that plan
etary rings are monolayers, for there may be external inputs of random kinetic 
energy. Such inputs exist in Saturn's A Ring, for example, in the form of many 
driven density waves (Lissauer et al. 1983). Moreover, the largest particles 
may form a mono layer, yet the smaller particles may be kept many particles 
thick by gravitational scattering from the large ones (for observations bearing 
on this point, see e.g., Cuzzi et al. 1980). 
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Fig. 4. Schematic drawing showing that long trailing spiral density waves of frequency wand 
angular mode number m propagate away from inner and outer Lindblad resonances, while 
long leading spiral density waves propagate toward them. If long waves reach the corotation 
circle where w = m n, they reflect and transmit as short waves (see Lin and Lau 1979), a 
process irrelevant for planetary rings. The regions beyond the inner and outer Lindblad 
resonances are regions of evanescence. 

For waves observable by the Voyager spacecraft, however, we always 
deal with structures whose radial scales are many orders of magnitude larger 
than scales at which we have to contend with corrections to Eq. (35), or its 
more general predecessor, Eq. ( 31). The physical interpretation of Eq. (35) is 
simple. In the absence of self-gravitation, i.e., in the absence of the last term, 
a disk with angular periodicity m can perform free horizontal oscillations at a 
frequency referred to the local rotation rate, w-mO, only equal to the natural 
frequency ±K. Since the self-gravity of compressed regions slows down the 
reexpansion of such regions, the actual square of the Doppler-shifted fre
quency must be smaller than K 2 by the amount 21rG a-0 j k j . Long density 
waves of frequency w therefore, can exist only in the regions between the 
inner and outer Lindblad resonance (Fig. 4). Of course, a planetary ring may 
be truncated before the outer Lindblad resonance is reached. The group veloc
ity oflong density waves is given (Toomre 1969) by: 

I aw l 1rGu-o 
cg = - ak r = w-mO s · (41) 

Thus, long training waves (s = -1) propagate outward from inner Lindblad 
resonance (where w-mO= -K) and inward from outer Lindblad resonance 
(where w-mO = +K). Long leading waves (s = + 1) propagate toward 
Lindblad resonances, not from them; therefore they cannot be excited at 



WAVES IN PLANETARY RINGS 531 

Lindblad resonances without entering a condition of evanescence. Such con
siderations probably prompted Goldreich and Tremaine (1978b) to expect that 
orbiting exterior satellites would excite trailing spiral density waves that travel 
outward from the inner resonant location in a planetary disk. This expectation 
is reinforced by noting that Eq. (35) formally predicts free density waves to 
have zero radial wavenumber k at Lindblad resonance (where D = 0), so such 
waves have the right spatial structure near resonance to couple to the smoothly 
varying forcing of the satellite's gravitational field (represented by the right
hand side of Eq. (31). We now proceed to rederive Goldreich and Tremaine's 
theory of resonantly forced spiral density waves. 

3b. Forced Spiral Density Waves. To calculate how density waves are 
excited near Lindblad resonances, we assume that the fractional distance 
from resonance 

(42) 

is small, and expand the coefficients in Eq. (31) in a Taylor series about 
r = r L • In particular, 

D = Z) x where V == ( r :~ LL (43) 

The quantity V is positive for inner Lindblad resonances; negative for outer 
ones. Ifwechooses =-1, Eq. (3l)nowbecomes 

where 

d<l>.11 

dr 

E == l 27T' G <r0 j 
r V r1, 

(44) 

(45a) 

(45b) 

In Eq. (45a), the lower (upper) sign applies to inner (outer) Lindblad re
sonances. The quantity E is positive (negative) for inner (outer) Lindblad 
resonances, and it generally has a magnitude of about 10-" in Saturn's rings. 
This means that the nondimensional length scale of the waves near resonance, 
IEI½, is fairly small. The square of the quantity 'I' L is proportional to the 
resonant torque exerted by the satellite ( Goldreich and Tremaine I 978b). 
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Expressions for the angular momentum density and energy density carried by 
spiral density waves may be found in Goldreich and Tremaine ( 1978b) or 
in Shu (1970). The important point is that density waves found inside of coro
tation (where w-mll = 0) carry negative angular momentum (and energy), 
while density waves found outside of corotation carry positive angular 
momentum (and energy). Thus, when these waves damp, they cause matter 
on either side of corotation to move away from corotation (toward the 
Lindblad resonances). Thus, the net effect of density waves excited in 
planetary rings by satellite forcing is usually to cause the ring material to 
flow away from the satellite. 

Since exp (ix2/2e) is an integrating factor for Eq. (44), and since <l>v-0 
asx heads toward the region where density waves are evanescent, the solution 
may be written as 

where we have defined 

<l>v(r,0) =ALHq(f), 

AL= q(27T I e I )1%, 

q = sgn(e), 

l t 
HJ()= y''TT exp(-iqf) f exp(iqT)2)dT). 

Notice that H _ is the complex conjugate of H +: 

Plotted in Fig. 5 is the functionH _(f). 

(46a) 

(46b) 

(47a) 

(47b) 

(47c) 

(48) 

It is illuminating to consider the asymptotic forms taken by the solution 
(Eqs. 46a,b). For { large and negative (far into the region of evanescence for 
waves excited either at inner or outer resonance), we use 

exp (iq'l)J dT) = - ~: d[exp (iq772
)] , (48a) 

and integrate Eq. (47c) by parts to obtain 
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Fig. 5. The real and imaginary parts of the wavefunction H _( () defined by Eq. ( 4 7c). 

(49) 

which gives the nonwavy part of the disk response, the noncircular distortion 
of streamlines purely by the gravity of the satellite. This part of the solution 
corresponds to the neglect of the effects of self-gravitation, i.e., the neglect of 
the first term on the left-hand side of Eq. (44) in comparison with the second. 
Fort large and positive (far into the region of wave propagation), we can use 
the identity 

f +cxo +oo 

f exp(iq'Y}Jd'YJ == f exp (iq712)d71- J exp (iq'Y}2)d71, 
-00 -00 ~ 

to show 

This now yields for Eq. (46) 

The first term represents a trailing spiral density wave with amplitude 

(51) 
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and phase (cf. Eq. 32) 

1T 
J kdr + 4 + arg(q'l'i) . (52) 
r,. 

The second term in Eq. (50) is again the nonwavy part of the disk response. 
Note that the extrapolation to x = 0 (the position of the resonance) of the 
asymptotic form of the nonwavy disk response misleadingly suggests diver
gent behavior. In fact, the actual solution (Eq. 46a) remains finite at t = 0: 

(53) 

The rest of the solution, S, U, V, may be obtained from Eqs. (29), (23b), 
and (23c) by differentiation of <l>D. However, when we are in the wave zone, 
it is easier to obtain the perturbational surface density (which is usually 
assumed to be proportional to the observed optical depth variations) by using 
Eqs. (34) and (35) (cf. Cuzzi et al. 1981; Lane et al. 1982). Because Eq. (35) 
implies that lk I = xi€ ri near resonance, the surface-density variation has 
fractional amplitude in the near wave-zone (Goldreich and Tremaine 1978b): 

(54) 

The linear increase of IS I with distance x from resonance reflects the conser
vation of wave energy and angular momentum (Toomre 1969; Shu 1970). 
Since 'I' Jr i 2 I DI a: MIM P for the strongest horizontal resonances, and since E: 

is so small in planetary rings, Eq. ( 54) implies that density waves excited in 
this manner can become nonlinear within a small fractional distance x of 
resonance, often within one wavelength of the resonance source. Lissauer and 
Cuzzi (1982) have tabulated the values of the characteristic distance for waves 
to become nonlinear, 

(55) 

for all known horizontal resonances of importance in Saturn's rings. 

3c. Viscous Damping of Density Waves. According to the linear inviscid 
theory, once spiral density waves are launched, the crests and troughs should 
gather greater and greater contrast as the waves propagate from their resonant 
source. None of the density waves observed in Saturn's rings behave in this 
manner, and we need to ask why not. 
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A plausible answer in many cases is that the observed waves have such 
large amplitudes that nonlinear effects enter. The theory of self-consistent 
nonlinear density waves that include dissipative agents requires development. 
The work done in the galactic context on this problem (galactic shocks) may 
be adaptable to the present situation. 

In the case in which the wave amplitudes remain small enough for linear 
theory to apply, the theory of viscous dissipation is relatively simple and well 
developed. When shear and bulk viscosities are both present and their spatial 
derivatives are small in comparison with those of the fluid velocities, then we 
need to add to the right-hand sides of the equations of motion (Eqs. 15 and 16) 
the terms (Landau and Lifshitz 1959, p. 49): 

(56) 

where v and i are the shear and bulk viscosities divided by the fluid volume 
density. In particulate disks of roughly unit optical depth, the concept of bulk 
viscosity is somewhat dubious (see chapter by Borderies et al.), but we shall 
continue with the fluid treatment for historical continuity. Substituting in the 
WKBJ form (Eq. 32), so that each radial derivative brings down a (large) 
factor ik, where k may now be complex, and using Eq. (29) to eliminate <I>D, 
wheres is now defined to be sign[Re(k)], we can reduce the homogeneous 
verison of Eqs. (19)-(21) to the approximate set: 

i(w-mfl) S + i a 0 k U = 0, (57a) 

4 
i(w-mfl) U- 20V - is 2rr GS+ (i+ 3 v)k'U = 0 , (57b) 

2 
K 

i(w-mfl) V + 20 + vk" V = 0. (57c) 

Since the above is a set of linear homogeneous equations, in order to have 
nontrivial solutions, the determinant of the coefficient matrix must be zero. 
Discarding quantities quadratic in the small coefficients of viscosity, this 
requirement leads to the dispersion relation, 

(w-mfl) [D-21rGa0 sk]+i[(w-mfl)2k2(7v/3 + i) 

+ 21rGa0 sk"v] = 0. 
(58) 

Write k = kR + ik1; then, for small v and i, the real part of k satisifes the 
usual dispersion relation ( Eq. 35), while the imaginary part is given by 
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[( w-mn ) 
k1 = 2'1TG<To skR2 (111/3 + {) + kR• ] -11 

w-mn (59) 

Near a Lindblad resonance, (w-mO) = -qK, and 

(60) 

For small !xi, we may therefore further approximate Eq. (59) by (Goldreich 
and Tremaine 1978b) 

K Z) 2x 2 

k1 = - qs (2'1TG CT 
0
)3 (711/3 + {) . (61) 

This small imaginary part of the wavenumber will lead to a viscous damping 
factor 

(62) 

where the nondimensional viscous damping length is given by 

[ 3r2 JZ)J ]½ 
Xvis = lei K(7ll/J+{) • (63) 

For our treatment of the viscous effects as a small correction to be valid, 
the combination 711/3+{ must be small enough so that Xvis is much greater 
than lei½, the natural nondimensional scale of the waves near resonance. At 
first sight, this appears to be a requirement that might be satisfied or violated 
by large margins in different planetary rings. However, Goldreich and Tre
maine (1982) have summarized why there are good reasons for supposing that 
the viscosity in planetary rings is not very different from the monolayer value 
(Eq. 2a). If, moreover, the normal optical depth Tis of order unity (and in a 
monolayer, it cannot greatly exceed unity), if the characteristic sizeR is given 
by Eq. (1), and if IZ)I ~ OK, then we have 

R ~ Er and 711/3 + {~e2r 20 ' 

which yields for Eq. (63) 

½ 
Xvis ~ lei 

For lei very small Xvis would then be appreciably (but not overwhelmingly) 
larger than !ell. In Saturn, where lei is typically 10_., we expect to see on the 
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order of tens of wave crests before the viscous damping kills the waves. This 
expectation is roughly borne out by the actual observations, suggesting that 
the viscosity is, indeed, not many orders of magnitude larger than its 
monolayer value. More precise estimates will be discussed in Sec. IV. 

Here, we merely summarize that Eq. (60) can be used to determine the 
surface density <r O of planetary rings from measurements of the observed 
wavelength behavior of spiral density waves and Eq. (62), to determine the 
viscosity combination v+3{/7 from measurements of the amplitude behavior 
(see Cuzzi et al. 1981; Lane et al. 1982; Holberg et al. 1982; Lissauer et al. 
1982). We move now to consider the theory of bending waves. 

B. Spiral Bending Waves 

Since bending waves and long density waves have many analogous prop
erties, we shall develop the theory of bending waves using much of the same 
notation that we have introduced for density waves. Apart from a substitution 
ofµ for K, rv for rL, andG for -G, the dispersion relations for bending waves 
and long density waves tum out to be identical (cf. Eqs. 35 and 84). The 
frequency µ replaces K because µ is the natural frequency of free vertical 
oscillations; G replaces -G because the resulting self-gravity in bending 
motions is in the opposite direction as the displacement, whereas it is in the 
same sense as the displacement for horizontal compressions. Other symbols, 
such as D, have different meanings in this section (III.B) from their mean
ings in the section on density waves (III.A). The usage is closely analogous, 
however. With these preliminary comments, there should be no confusion. 

I. Basic Equations. Consider the small vertical displacement Z(r,9,t) 
from the equilibrium plane z = 0 of an otherwise infinitesimally thin axisym
metric disk of surface density a-(r). If the noncircular motions in the plane 
of the disk are ignored, the vertical displacement satisfies the equation of 
motion (Hunter and Toornre 1969): 

(64) 

where 8z is local gravitational acceleration in the vertical direction. In the 
present context, 8z has three contributions 

(65) 

where gp is from the planet, 8M is from some satellite, and gu is from the 
self-gravity of a bent disk. 

For IZ I < < r, the term g P has the form of the restoring force due to a 
linear harmonic oscillator: 



538 F. H. SHU 

gp = - µ:Z. (66) 

With regard to 8M, we concentrate on one Fourier component (Eq. 9) of the 
satellite's gravitational potential: 

g,,., = Re f.,.,(r)e , l i(w1-m8')] (67a) 

(67b) 

where the evaluation of the right-hand side at z = 0 instead of at z = Z(r,9,t) 
implies that we restrict ourselves to a linear theory. The gravitational attrac
tion of a warped disk on itself at a field point (r,9,Z,t) is given by 

a(r1 (Z-Z1 
8D = - G Jr'dr'f d9 ' rr·+r"-2rr'cos(9-91+(Z-Z1']i (68) 

whereZ refers toZ(r,9,t) andZ' meansZ(r',9:t). In the linear approximation, 
we expect the vertical response to the forcing (Eq. 67) to take the form 

The linearized form of Eq. (68) then becomes 

_ R [f ( ) i(w1-m8)] 
8D - e Dre , 

+1r 

f 0 (r) = G f a(r1r'dr' f d tJ, 
-1r 

l.h(r1cos (mtJ,)-h(r)] 

(r"+r'-2rr'costJ,)f 

(69) 

(70a) 

(70b) 

With the above development, Eq. (64) becomes the following in
homogeneous integral equation to solve forh(r) (Hunter and Toomre 1969): 

(71) 

where D is the quantity 

D = µ:-(w-m0.) 2 , (72) 

and where the linear integral operator A 0 is defined by A 0 h(r) = - f0 (r), 
with f 0 (r) given by Eq. (70b). With the help of the half-angle formula, 
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cos(mif,) = 1-2 sin2(mif,/2), we may write ADh(r) in terms of its axi
symmetric and nonaxisymmetric contributions: 

AJi (r) = Gf(K0 (r,r') [h (r) -h (r')] +Nm (r,r')h (r')ju(r')r'dr', (73) 

where 
+1r 

dif, 
Ko(r,r') = f (r2 +r"'-2rr'cosit,)t 

(74a) 
-7r 

+1r 2sin2(m if,/2)dif, 
Nm(r,r') = f (r2 +r"'-2rr'cosif,)' 

(74b) 
-7r 

It is possible to express K0 in terms of the Laplace coefficient b312 <o>, and Nm 
in terms of b312<0 >-b3,2<m>, familiar to celestial mechanicians (Brouwer and 
Clemence 1961; Appendix A), but we shall not do so here. What is more 
important for us is to note that, taken alone, Nm(r, r') is integrable near 
r' = r while K 0(r, r') is not: 

2 
Ko(r,r') = 

r'lr-r'I• 
forr' =r, (75a) 

m2 r 
N m(r,r') = 7 In [ lr-r'I ] for r' =r . (75b) 

Equation (71) is the basic equation that governs the linear dynamics of 
forced bending motions. In what follows, we take advantage of the properties 
expressed in Eqs. (75a,b) to develop an asymptotic technique to tum the 
integral Eq. (71) into a simple differential equation. 

2. Asymptotic Theory. We are interested in solutions where the radial 
part h(r) of the vertical displacement is a rapidly varying function, with 
approximately equal numbers of positive and negative excursions for both its 
real and imaginary parts. Thus, we expect that the contribution of the term 
Nm(r,r')h(r') to the integral (Eq. 73) will largely cancel out; moreover, 
we expect that the largest contribution from the term K 0 (r,r') [h(r) - h(r')] 
will be due to local effects. Using this reasoning to approximate K 0(r,r') 
by Eq. (7 5a), we now obtain 

AJi(r) = 2GP f [h(r) - h(r')] 

(r'-r) 2 
CT(r')dr' (76) 
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where the P in front of the integral means that we are to take its principal 
value. If one does not like this ad hoc mathematical procedure, one can 
introduce the physical argument that completely flattened disks have apparent 
singularities not relevant to real disks of finite thickness. For a disk of equiva
lent thickness 2z 0 (see Eq. 38), one would then heuristically replace Eq. (76) 
by 

Ac/t(r) = 'lfJ f 
[h(r) - h(r')] 

[(r'-r)' +zo'l u(r')dr' . 

What we mean by Eq. (76) is, then, the mathematical idealization in which 
we evaluate the above in the limitz 0-0. 

There is a simple physical interpretation to Eq. (76). For vertical dis
placements of radial scale much smaller than the azimuthal scale, we can 
approximate each local piece of the disk as a straight wire in the tangential 
direction (see Borderies et al. 1982). For a straight wire of density per unit 
length u(r')dr', at a height h(r'), the gravitational field directed perpendicular 
toward the wire at a distanced = [(r - r')'+(h - h')']½ is given by Gauss's 
law as 2Gu(r')dr'/d. The z component is smaller by a factor (h-h')/d, which, 
for lh-h'I much less thand (the linear approximation), yields Eq. (76). 

For disturbances where h(r') varies much more rapidly than u(r'), we 
may pull u(r') out of the integral (Eq. 76) as u(r). We may then integrate once 
by parts to obtain 

dh/dr' 
Ac/t(r) = - 'lfJu(r)Pf , dr' . 

r -r 
(77) 

The quickest and most elegant route to the desired result (Eq. 80) makes use 
ofresidue calculus, an idea suggested to me by S. Balbus (personal communi
cation). We analytically continue the function dh/dr' into the entire complex 
plane z = x + iy, defining it to be zero on the negative real axis. For r real and 
positive, the integral 

00f dh/dr' 
r'-r 

0 

00f dh/dz 
dr'= ---dz 

z-r 
(78) 

-co 

may be evaluated by considering a contour which detours in a small semicircle 
about the simple pole at z = r on the real line, and which closes in the upper 
or lower half plane depending on where dh/dz is exponentially decaying. 
Since we are interested in bending motions which asymptotically acquire the 
WKBJform (cf. Eq. 32) 

h(r) = A (r) exp[i f kdr] , (79) 
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we should close the contour in the upper half plane if k is positive, and in the 
lower half plane if k is negative. Residue calculus then provides the result, 

dh 
ADh(r) = i21r Ga(r)s dr (r) , 

where again we use the notation 

s = sign (k) . 

(80) 

(81) 

For h(r) given by Eq. (79), the self-gravity of a sinusoidally bent disk pro
duces a restoring force of radial variation (Hunter and Toornre 1969; Bertin 
and Mark 1980): 

(82) 

With the substitution of Eq. (80) into Eq. (71), we obtain the central 
differential equation for forced bending waves (Shu et al. 1983): 

dh 
-i21r G<Ts dr+ Dh = fM. (83) 

The above bears a strong resemblance to the first-order ordinary differential 
Eq. (31), especially when we remember that the right-hand sides of both 
equations are known inhomogeneous terms. The formal mathematical 
relationship between long density waves and bending waves is thereby 
established. 

2a. Free Spiral Bending Waves. Ignore, for the time being, the in
homogeneous terrnfM in Eq. (83), and consider free solutions of the WKBJ 
form (Eq. 79). The substitution of Eq. (78) into the homogeneous version of 
Eq. (83) then yields, to lowest asymptotic order, 

(84) 

which is the desired dispersion relationship (Hunter and Toomre 1969, 
pp. 760-761; see also Eq. (D7) of Bertin and Mark 1980). 

Equation (84) may be directly compared with the dispersion relationship 
for long density waves, Eq. (35). We see, as advertised, that the two relation
ships are identical except for the substitution ofµ for Kand G for -G. Unlike 
density waves, bending waves like to oscillate at a Doppler-shifted frequency 
which is faster than the natural frequency, because the force of self-gravity in 
bending motion opposes the direction of the bending distortion (see Eq. 82), 
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Fig. 6. Schematic drawing showing that trailing spiral bending waves of frequency w and 
angular mode number m propagate away from inner and outer vertical resonances, while 
leading spiral bending waves propagate toward them. The region between the inner and 
outer vertical resonance is a region of evanescence. 

making the disk return toward the equilibrium position faster than if we had 
ignored the self-gravity. 

Because of the difference in sign of the restoring force, bending waves 
have the opposite sense of propagation as long density waves. Thus, bending 
waves can exist only in the range outside the two vertical resonances (where D 
< O); in the region between the inner and outer vertical resonances (where D 
> 0), bending waves are evanescent (see Fig. 6). The group velocity of 
bending waves is given by 

TTG<r 

(w-mO) s · (85) 

Trailing bending waves (s = -1) propagate inward from inner vertical reso
nance (where w-m n = - µ,) and outward from outer vertical resonance 
(where w-m n =+µ,). Leading bending waves (s = +I) propagate toward 
vertical resonances, not from them; therefore they cannot be excited at vertical 
resonances without entering a condition of evanescence. In particular, we 
might expect that exterior satellites whose orbits are inclined with respect to 
the mean ring plane (the equatorial plane of the planet) would excite trailing 
spiral bending waves that travel inward from the inner resonant location in the 
planetary disk. In particular, since the satellite Mimas in the Saturn system 
has both an inclined and an eccentric orbit, we might expect to see that spiral 
bending waves and spiral density waves it excites come in pairs, with the 
degeneracy in resonance location being split by the oblateness of Saturn (see 
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Fig. 3 ), and with the rest of wavetrains not interfering with each other because 
trailing bending waves and trailing density waves have opposite senses of 
propagation. This is indeed the observed situation (Shu et al. 1983). 

2b. Forced Spiral Bending Waves. To calculate how bending waves are 
excited near vertical resonances, let us assume again that the fractional dis
tance from resonance 

x = (r-rv)lrv (86) 

is small, and expand the coefficients in Eq. (83) in a Taylor series about 
r = rv. We define 

Z) = r---[ dD ] 
dr ,,, ' 

(87a) 

E = [21rGo-] , 
r Z) rv 

(87b) 

(87c) 

The quantities Z) and e are positive when rv refers to an inner vertical 
resonance and negative when r v refers to an outer vertical resonance. 

With these definitions (Eqs. 87 a,b ,c ), a Taylor series expansion of the 
coefficients of Eq. (83) yields 

dh 
ie dx +xh =Lv. 

The solution to Eq. (88) may be written as 

where we have defined 

q =sign(e), 

and where the functions H ± (0 are defined by Eqs. (47c) and (48). 

(88) 

(89) 

(90a) 

(90b) 

(90c) 
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For e large and negative (far into the region of evanescence), 

Lv 
h - - as e- -oo , 

X 
(91) 

which corresponds to the nonwavy part of the disk response. Fore large and 
positive (far into the region of wave propagation), 

The first term represents a trailing spiral bending wave with amplitude IA vi 
and phase (cf. Eq. 78): 

T 
'1T' f kdr + q 4 + arg[/M(rv)] . (93) 

TL 

The second term in Eq. (92) is again the non wavy part of the disk response. 
The maximum slope ldhldr I of the disk reached locally in the near 

wave-zone is given by lkAvl- Because Eq. (84) implies that lkl = - x/erv 
near resonance, the maximum local slope has a value in the near wave-zone 

[ 27r ] l [ ILvl ] lkAvl = Tei" ~ lxl . (94) 

Since Lvlrv a: (M/Mp)siniM for the strongest vertical resonances, the small 
inclination of a typical satellite's orbit helps to keep bending waves from 
becoming as nonlinear as the density waves excited by the strongest horizontal 
resonances (cf. Eqs. 54 and 94). Indeed, viscous dissipation of the waves as 
they propagate implies that even the very strongest bending wave observed in 
Saturn's rings (associated with the 5:3 vertical resonance of Mimas) never 
becomes highly nonlinear (Lissauer et al. 1982). 

2c. Viscous Damping of Bending Waves. In the presence of viscous shear 
stresses, we need to add to the right-hand side of Eq. (64) the term vo2w/or 2 

where w = oZ/ ot + OoZI o 9 is the vertical component of the fluid velocity 
(cf. Eq. 56). With the WKBJ form (Eq. 79), ands = sign [Re(k)], this results 
for the viscous but homogeneous version of Eq. (83): 

2TG<Tsk + D = - iv (w-mO)k'. (95) 
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Writing k =kn+ ik1 , we obtain for small v (Shu et al. 1983): 

lknl = -D/2rrGa-

(w-mfl)D 2 

k, = - V (271" Ga-)' . 

545 

(96a) 

(96b) 

As the bending wave propagates (over distances lxl << 1) the amplitude 
suffers viscous damping by a factor 

(97) 

where the dimensionless viscous damping length is defined by 

(98) 

This expression should be compared with Eq. (63), which is appropriate for 
the viscous damping length of density waves. Notice in particular that because 
linear bending waves involve no compression, the bulk viscosity does not 
enter into Eq. (98). For this reason, among others, the damping of bending 
waves allows a cleaner analysis of the kinematic viscosity v in Saturn's rings 
than the damping of density waves. 

IV. WAVES AS DIAGNOSTICS 

So far, our interest has centered on developing the theory of collective 
waves in planetary rings as a physical phenomenon. Since the processes are 
relatively well understood now, another viewpoint is possible, to apply the 
theory to observed waves so as to obtain information about the physical 
properties of the rings and their environment. At the time this chapter was 
written, the only set of rings observed to have either density or bending waves 
is the Saturn system. Thus, our use of waves as diagnostics is necessarily 
confined to Saturn's rings. The discussion which follows is merely a brief 
summary of the results; for details, the reader is referred to the chapter by 
Cuzzi et al. in this book and to the references cited therein. 

A. Surface Densities of Ring Systems 

The first density wavetrain discovered in Saturn's rings was associated 
with the apsidal (m = 1 inner Lindblad) resonance of Iapetus. Because the 
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quantity Z) of Eq. (43) is especially small for an apsidal resonance, the 
separations of wavecrests and troughs near resonance (cf. Eq. 60) were long 
enough to be resolved on Voyager 1 images of the unlit face of Cassini 's 
Division (see Fig. 1 of Cuzzi et al. 1981). The crest-to-crest and trough-to
trough spacings of the brightness undulations, seen in diffuse transmission as 
a function of radial distance from exact resonance, were observed to satisfy a 
1/x relationship, allowing, from the proportionality factor in Eq. (60), a 
determination of the surface mass density u 0 in the region of wave propaga
tion. The derived surface density in the outer part of the Cassini Division 
turned outto be 16 g cm-•. 

The same procedure was followed to reduce the stellar occultation obser
vations of a set of (nonlinear) density waves excited in the inner B Ring by a 
2:1 resonance with Saturn's coorbital satellite 1980Sl (Lane et al. 1982). The 
derived surface density, u 0 = 60 g cm-•, was in good agreement with the 
Cassini Division measurement in that the ratio of normal optical depth T in 
this part of the B Ring is observed to be a factor of 4 higher than the optical 
depth in the outer Cassini Division. 

Measurements of many more examples have confirmed the rough con
stancy of the ratio T!u0 in the regions of density-wave propagation (Holberg et 
al. 1982). From such studies, the view has developed that the transport of 
angular momentum and material by density waves in Saturn's rings-which 
Goldreich and Tremaine (1978b) had anticipated would open up a gap 
(Cassini Division) in the strongest case-has, in somewhat weaker situa
tions, actually enhanced the optical depth of the propagation regions just out
side the inner Lindblad resonances. On the order of fifty density wavetrains 
have now been detected and identified, and measurements of their wavelength 
behaviors has allowed the derivation of a surface density model of Saturn's 
rings (Esposito et al. 1982). The total mass of Saturn's rings is found in this 
manner to be ~ 5 x 10-• that of the planet. 

In a similar way, the surface mass density in the neighborhood of the 
bending waves excited by 5:3 and 8:5 vertical resonances of Mimas has been 
analyzed via Eq. (96) (Shu et al. 1982). In the middle A Ring, u 0 = 5 g 
cm-•. In other words, if all the material there were condensed out as solid ice, 
it would form a layer ~ 45 cm thick. In fact, we shall see from Sec. IV.B 
below that there is reason to suspect that the actual local scale height 
is ~ 3000 cm, implying that the ring particles are not densely packed. 

The analysis of the Mimas 5:3 bending-wave profiles was especially 
interesting because absolute phases (see Eq. 93) could be found. The ob
served wave profiles varied as theoretically predicted with ring longitude 
(relative to Mimas 's location) at a given radius. The good fit with theory 
demonstrated conclusively that the observed brightness variations did indeed 
have a tightly-wrapped spiral waveform, and were not merely a series of 
alternating circular ringlets with an appropriate radial distribution to mimic 
the behavior of collective waves. 
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B. Viscosities in Ring Systems 

There have been two attempts to measure the viscosity in Saturn's rings 
by using the formulae (Eqs. 62 and 63) for frictional damping of spiral density 
waves. Analysis of the amplitude behavior of the density waves driven by 
apsidal resonance with Iapetus led to an estimate of v+ 3~/7 = 170 cm2 s-' for 
the outer Cassini Division (Cuzzi et al. 1981). A similar analysis of the 
density waves driven by the 2:1 resonance with the coorbital satellite 1980Sl 
gave v+3~/7 = 20 cm2 s-' (Lane et al. 1982). The latter value is close to the 
monolayer viscosity predicted by Eq. (2a). Unfortunately, the first measure
ment is subject to uncertainty because some or all of the observed amplitude 
decay might have been caused by wave propagation up an increasing density 
profile, and the second is doubtful because the linear theory of waves was 
applied to a distinctly nonlinear context (see Lissauer et al. [ 1982] for a more 
detailed discussion). If the "monolayer" value holds up for the B Ring under 
a more rigorous analysis of the B Ring density waves, it would cast severe 
doubt on any simple form of the "viscous instability" idea for ringlet struc
ture, because "monolayer viscosity" has the wrong dependence on optical 
depth for the proposed instability to proceed (cf. chapter by Stewart et al.). 

A more reliable estimate for the viscosity has been extracted from an 
analysis of the 5:3 bending waves excited by Mimas (Fig. 7). The sag of the 
overall brightness of the bending wave region results from shadowing, be
cause the local slopes of the wave profiles in these regions exceed the critical 
value 0.20 needed to produce shadows for the given Sun-ring geometry (Shu 
et al. 1983). The important observation is that the general sag is seen to 
disappear at a distance of - 200 km from exact resonance. Thus, although 
individual wave crests and troughs cannot be resolved at such locations, we 
may infer from the lack of shadowing that the local slope cannot exceed 0.20 
anywhere in these regions. But the inviscid theory says that the maximum 
value of the local slope produced by bending waves should increase indefi
nitely as the waves propagate inward from inner vertical resonance (see Eq. 
94). To avoid a contradiction, it seems reasonable to attribute the required 
reduction of wave amplitude to viscous damping. 

If we assume various values for the kinematic viscosity v, Eqs. (97) and 
(98) predict the theoretical behavior indicated in Fig. 8. For shadowing to end 
somewhat < 200 km inside exact resonance, the kinematic viscosity must be 
roughly v = 260 cm 2 s-'. For such a value of v, we expect that shadowing 
begins at - 50 km inside resonance, and that maximum slopes of - 0.34 
(slope angles of -19°) are reached over a relatively broad range of radii. The 
first expectation is realized by a detailed analysis of the observed wave pro
files; the second, by an examination (Shu et al. 1982) of the ring longitude of 
brightness contrast-reversal seen in wide-angle Voyager I shots of the bend
ing wave region (Smith et al. 1981). The basic idea behind contrast-reversal is 
that the bending wave regions look dark relative to their surroundings when 
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Fig. 7. Two radial scans of reflectivity !IF (geometric albedo) for the 5:3 Mimas bending 
wave. Exact resonance occurs at 131,900 km from the center of Saturn (from Shu et al. 
1982). 

the Sun shines across the furrows (producing shadows), while the same re
gions look bright when the Sun shines along the furrows. 

The value v = 260 cm 2 s-' is an order of magnitude larger than what we 
would expect for the ''mono layer viscosity'' of Eq. (2a). If we suppose v is 
given by Eq. (2b), the implied random velocity c is ~ 0.4 cm s-'. The 
corresponding scale height c/fl is 30 m, appreciably greater than the radii R of 
the largest numerous ring particles. Why does c take on an unexpectedly large 
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Fig. 8. The theoretical value of the slope where the ring plane is most bent as a function of 
radial distance from the 5:3 vertical resonance of Mimas. The curves are drawn for kinema
tic viscosites II taken to be 400,200, and 100 cm' s-'. Values of the slope> 0.20 correspond 
to shadowed regions in Fig. 7 (from Lissauer et al. 1982). 

value in the A Ring? The answer seems to be the input of kinetic energy from 
numerous density waves driven by resonances with known satellites. If this 
input is balanced in a steady state by dissipation in inelastic collisions, then 
we expect a mean random velocity of - 0.5 cm s- 1 in the middle of the A 
Ring (Lissauer et al. 1982). Given the crudeness of these estimates, the latter 
value is in excellent agreement with the value of c derived from our viscosity 
measurement. 

C. Masses of Satellites Around Rings 

The absolute amplitudes of driven density waves or bending waves de
pends on the mass of the satellite which is doing the forcing (cf. Appendix A). 
Excellent agreement exists between the observed and predicted amplitudes of 
the bending waves excited by Mimas, whose mass is known with fair accu
racy from celestial mechanics (Shu et al. 1983). In particular, the full up
and-down displacement of 1.4 km near the 5:3 vertical resonance of Mimas 
probably explains the groundbased measurements of 1 to 2 km for the 
apparent edge-on thickness of Saturn's rings (Brahic and Sicardy 1981). This 
indicates that the theory of forced waves developed so far has no glaring de
ficiencies. Thus, in principle one could tum the procedure around and 
use the measured amplitudes of density waves or bending waves to derive 
gravitational values for satellites whose masses cannot be directly measured. 
Unfortunately, density waves are by far the more numerous of the waves 
excited in Saturn's rings, and the analysis of their amplitude information is 
incomplete both theoretically and observationally. Theoretically, we face 
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the issue that the most easily observed waves have large amplitudes, so there 
is an urgent need to develop the theory of forced, self-consistent, nonlinear 
density waves in the presence of viscous dissipation. Observationally, we face 
the challenge of reliably transforming measured brightness variations to in
ferred surface density variations. Both of these obstacles can be surmounted, 
and we look forward to the use of wave diagnostics for satellite mass deter
minations in the near future. 
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APPENDIX A-CALCULATION OF FORCING STRENGTHS 

In this appendix we discuss the technique used to calculate the horizontal 
and vertical forcing strengths at resonances. We begin by noting that we need 
to calculate the various Fourier coefficients of Eq. (8) and its z derivative in 
the plane z = O; i.e., we need to consider how to Fourier decompose 

(Ala) 

(Alb) 

For small departures from circular motion with radius aM and circular speed 
OM, we may expand Eqs. (Ala and b) in a power series in the small quantities 

(A2a) 

(A2b) 

(A2c) 

where the last expressions in Eqs. (A2a,b,c) correspond to Lindblad's theory 
of epicyclic motion (see e.g., Chandrasekhar 1942). The quantities eM and iM 
are the eccentricity and inclination of the satellite's orbit, and are assumed to 
be small. In Eqs. (A2a,b,c), we have defined t = 0 to be the instant of 



WAVES IN PLANETARY RINGS 551 

ring-plane crossing (ascending node) and t = 10 to be the instant of periapse 
passage of the satellite M. To first order in the departure from circular motion, 
the expansion of expressions (A 1 a,b) leads to the expressions 

GMZM 3GMZM I 
ii! - ii! RM[aM-rcos(OMt-9)] 

(A3b) 

+ 0MaMr sin (0Mt-9)lj, 

where we have defined 

(A4) 

Since ii-!, ii-1, ii J, are periodic even functions of (il 11t-9), they can be 
Fourier analyzed as cosine series in this variable 

aw 1 x 
-·-= -b,("> + "\'b, 1111 >cos[m(O t-9)] 

ii! 2 • .:..... ' .II ' 
111= I 

a1/ 1 x 
--=-b,<"J+ \'h--,1111 >cos[111(0 t-9)) iii 2 • ~ ' .II , 

111 I 

where the b · s are defined by the integrals 

2 7T 

by'"l) (/3) = -;- j r--Ycos (ml/I) di/I, m = 0, 1,2, ... 
(l 

/3 = r/aM, 

r = 1 + /3' - 2f3cosl/J . 

(A5a) 

(A5b) 

(A5c) 

(A6a) 

(A6b) 

(A6c) 

These b ·s are called Laplace coefficients in celestial mechanics (Brouwer and 
Clemence 1961). Their derivatives have the properties 
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(A7) 

with b.,c-•> = b.,C'>. Given rL/aM or rvlaM, it is straightforward to compute 
numerically all the necessary b 's that eventually enter in Eqs. (45a) and (S7c). 

For reference, we note some useful relationships that may be derived as 
follows. Integration by parts of Eq. (A6a), plus the use of the trignometric 
identity 

2sin (mt/I) sinit, = cos [ (m -1 )it, ]-cos [ (m + l)t/J] , 

yields 

b (ml - _!_ Q[b (m-'>-b (m+'>] - 1 2 3 'Y - tJ 'Y+1 'Y+1 , m - , , ., .... 
m 

On the other hand, substituting the identity 

into Eq. (A6a) gives 

(AS) 

The three Eqs. (A7), (AS), and (A9) allow us to express bY+/m-'>, bY+/m>, 
andbY+/m+'> in terms of b.,cm> and its derivative. 

Putting Eqs. (A5) and (A2) into expressions (A3), we see that 
cpM(r, .9,0,t) can be written as a series of terms of the form 

(AlO) 

while -8cpM/8z evaluated at (r, .9 ,0, t) can be expressed as a series of terms 
of the form 

(All) 

where w is given by Eq. (10). 

The strongest horizontal resonances are associated with w = mOM, 

(Al2) 
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which holds for all m except m = 0 and m = I. Form = 0, the expression 
(Al2) needs a factor of ½, but this is a pedantic point since the resonance 
condition (Eq. 11) cannot be satisfied anywhere in the ring system for w = 0 
and m = 0. The axisymmetric part of the satellite's potential can contribute 
only to changing slightly the circular frequency O and the epicyclic frequency 
K. These changes are effected through Eqs. (18) and (4a), where we take 

GM 
( 0) - -, --b (O) 

Cf'Mo r, - ~ 2a l ' 
M 

(Al3) 

where the sum is taken over all satellites. The satellite system aggravates the 
precession of the periapses of ring particles, and this influences accurate 
calculations of the locations of apsidal resonances. Equation (Al3) implies 
that the contribution of each satellite to this effect is as if it were a circular 
wire of radius aM and mass per unit lengthM/2TraM. 

For m = I, we need to include the indirect contribution of the planet's 
motion to the forcing at apsidal resonances. The instantaneous acceleration 
felt by the planet due to the attraction of the satellite is - MI MP, times the 
acceleration -'7cpp(rM) felt by the satellite at its vector position rM. By the 
principle of equivalence, this instantaneous acceleration of our coordinate 
frame is equivalent to the action of a gravitational field 

But the above gravitational field is independent of location rand is derivable 
as the negative gradient of the (indirect) potential 

(A14) 

If we use Eq. (3), then to linear order in M/Mp, the above expression in the 
plane z = 0 has the form 

(A15) 

which contributes only tom = l (apsidal resonance). Note that Goldreich and 
Tremaine (1978b, 1980) have misprints in their starting expressions for the 
indirect potential. 

The physical interpretation of expression (A15) is simple in the case of a 
circular orbit. For a circular orbit of radius aM and angular speed OM = 
O(aM), we may go into the frame which rotates with speed OM. If we define 1/J 
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= 9 - !1Mt, apart from the stationary potentials of the planet and the satellite, 
there will also be a centrifugal potential of form ( cf. the discussion of Lubow 
and Shu [1975] on accretion disks in close binary stars, which also uses a 
coordinate system centered on one of the massive bodies): 

I 
- 2 !1M"(r2 +rc.112 -2rrc.\f COSt/J) , 

where rcM is the radial position of the center of mass. Only the nonaxisymmet
ric part of the above contributes to the indirect potential in an inertial frame. 
But to linear order in M /Mp and for a circular orbit, rc.11 = (M /M p)aM, 9.11 = 
!1Mt, and the nonaxisymmetric part of the above is identical to expression 
(Al5). It is now easy to generalize Eq. (Al2) to take into account the above 
comments. Thus, for w = mil.If 

(Al6) 

where Bmn is the Kronecker delta and wheref = !1M2a.113IGMv is unity in the 
Keplerian approximation. 

The next strongest horizontal resonances are associated with w = 
mil.11±K.11. Forw = mil.11+K.u andm 'fa I, we have 

The use of Eqs. (A7), (A8), and (A9) allows the conversion of Eq. (7) of 
Goldreich and Tremaine (1980) into the form (Al7). For w = !1.11 + K.11, with 
r.11 and 9.11 given by Eqs. (A2a) and (A2b), the indirect potential (Al5) con
tributes an additional term 

(Al8) 

to Eq. (Al7a). Forw = m!1.11-K.11andm-+ I, we have 

(Al9a) 
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For w = OM-KM, the indirect potential (A15) contributes an additional term, 

(A20) 

to Eq. (A19a). Although they are written differently, the indirect terms in 
Eqs. (Al8) and (A20) are identical to those contained in Eqs. (8) and (9) of 
Goldreich and Tremaine (1980). 

Let us now give explicit expressions for the coefficient! M(r) in Eq. (Al I) 
as evaluated from the expression (A3b). The strongest vertical resonances are 
associated with w = m0.\4±µ,M, 

GM siniM e -i1rl2 

( 1 +6mo)2aM2 

b (ml 
i , (A21) 

which holds for all m. The contribution of the indirect potential (see Al4) is of 
order ZM !Mv and is therefore ignored in a linearized treatment. 

The next strongest resonances are generally associated with w = 
mflM±µ,_14 ±KM- For w = mOM±µ,.\4+ KM, we have 

3GMeMsiniM 
------e-i(K_"1,,-1r/2J 81(-), 
(l+omo)4aM2 

(A22a) 

(A22b) 

(A23a) 

The derivation of Eqs. (Al6)-(A23) completes our discussion of the calcula
tion of forcing strengths. 
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APPENDIX B-EFFECTS OF FINITE TIDCKNESS 

In this appendix we consider the modifications introduced for the prop
erties of density waves by removing the assumption that the disk of matter is 
infinitesimally thin. If- the three-dimensional fluid equations are written in 
their conservation form (mass and momentum) with volume density p replac
ing surface density u, and if the perturbational equations are appropriately 
integrated over all z under obvious symmetry requirements, then we recover 
Eqs. (19)-(21), except that the quantities U, V, <l>D, <l>M must be replaced 
by their averages over the vertical mass distribution of the equilibrium state. 
For example, <l>D should be replaced by 

+:x: 

f Po (r,z)<l>D (r,z) dz , (Bl) 
-,o 

where 

+co 

<ro(r) = f Po (r,z)dz . (B2) 
-co 

The perturbational surface density S(r) now has the interpretation 

+co 

S(r) = f P (r,z) dz , (B3) 
-00 

where P(r,z) contains the radial and vertical variation of the perturbational 
volume density 

i(w-m8) 
p, (r,z) = Re [P(r,z)e ] . 

In the wave zone, we assume the WKBJ form 

<l>D (r,z) =A(r,z)exp(ifkdr), 

yielding as the generalization of Eq. (36), 

(B4) 

(B5) 

(B6) 

On the other hand, the substitution of Eq. (B5) into the generalization of Eq. 
(27) (i.e., into Poisson's equation) gives 

a·<t> D 2,t;. iii.' - k 'VD= 41r GP (r,z). (B7) 
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At this point, the methods ·of Shu (1968) and Vandervoort (1970) diverge. 
Shu (as presented in Lin and Shu 1968) proceeded by noting that the Green's 
function method yields the following formal solution for Eq. (B7): 

2rrG +cc 

<l>D (r,z) =- -
1
-k-l f P(r,z') e-lkl lz-z'I dz'. (B8) 

-x 

To go further, we need to specify how to obtain the volume density response 
P(r,z) when all we have so far is a formal solution (Eq. B6) to the surface 
density response S(r). Rather than start all over with the full dynamical 
equations, Shu (1968) argued that the vertical variation of the perturbational 
volume density is approximately proportional to the product of the unper
turbed volume density and the perturbation in the potential. Since the inter
esting parameter regime is I k I z O < < 1, we could ignore the z variation 
of <l>v in comparison with that of p 0 , that is, in the evaluation of the integral 
(Eq. B8), we could use the approximation 

P(r,z) = S(r) 
po(r,z) 

<To(r) 
(B9) 

The equilibrium structure of a thin disk can be taken to be of the form 

<To(r) 
Po(r,z) = ( ) /(z/zo) , 

Zo r 
(B10) 

where z0 can be chosen so that /(x) is a form function with normalization 
properties(cf. Eqs. [38Jand [B2]): 

1 
/(0) = 2 and f f(x)dx = 1 (B11) 

In any case, the substitution of Eqs. (B8-B10) into Eq. (B6) now yields 
the modified dispersion relation 

(B12) 

where ( = lk lz 0 and Tis defined as 

Ta)= f f f(x)f(y)e-llx-yldxdy. (B13) 

Equation (39) is the axisymmetric version of Eq. (B12). 
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Clearly, T(') is a monotonically decreasing function of its argument with 
T(0) = 1. Sincef (y) ~½,it is easy to show that T W ~ 11,, i.e., that the 
product ,T (') is always less than unity, a property we used to establish Eq. 
( 40). For monolayers, it is interesting to consider the homogeneous slab: 

l f (x) = 2 for -1~ x ~+ 1; f (x) = 0 for other cases. (B14) 

With this choice, Eq. (B13) has the analytic expression, 

(B15) 

which possesses explicitly the properties T(O) = 1, and, T(,)-1 as ,-oc. 
A somewhat more accurate method was introduced by Vandervoort 

(1970). In the present context, his method amounts to replacing the ansatz 
(trial form) Eq. (B9) with the ansatz 

k' 
P(r,z) = - oPo (r.z)<l>v (r.z) (B16) 

which restores the z-variation of <1>0 and satisfies the integral relations (B6), 
(B3), and (Bl). The substitution of Eq. (B16) into Eq. (B7) results in the 
second-order differential equation: · 

(B17) 

For the vertical structure (Eq. B10) and (Eq. B14), the solution of Eq. (B17), 
which is even in z and vanishes at infinity, reads 

<l>v (r, z) = <l>v (r, 0)cos(o: lkz I) for I z I <zo 

-lkzl 
<1>0 (r.z) = Ae for lzl > Zo 

where A is to be determined and a is defined by 

(B18) 

The requirement that <l>v and its z derivative are continuous at z = ± z0 yields 
A , and the requirement 
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atan(alklz 0 ) = 1 (B19) 

which is a generalized dispersion relationship. 
For axisymmetric disturbances, m = 0, the curve of marginal stability, 

w2 = 0, satisfies the relationship (Eq. B19) where a is now given by (see 
Eq. 25): 

(Bl9a) 

With 0-0 and K held fixed in the above equation, the relationship (Eq. B19) 
then yields the minimum value of z 0 required to stabilize axisymmetric density 
waves of radial wavenumber k. Clearly, axisymmetric waves of even the 
highest wavenumbers are marginally stabilized if z0 had the critical value 

Zo crit = 
27T Go-0 

2 
K 

giving once again the stability criterion of expression ( 40). 

(B20) 

For z 0 not much greater than the critical value (Eq. B20), the quantity a 

in Eq. (B18) will be very large near Lindblad resonances (where D = 0). 
When a > > I, Eq. (B 19) has the approximate solution I k I z0 = a-', which 
can be put into the form (Eq. B12) with 

l 
TW = -(-1-+-t)- (B21) 

It is easy to verify numerically that Eqs. (B15) and (B21) are very similar 
functions. 
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RING PARTICLE DYNAMICS IN RESONANCES 

FRED FRANKLIN, MYRON LECAR 
Harvard-Smithsonian Center for Astrophysics 

and 

WILLIAM WIESEL 
Air Force Institute of Technology 

We present a general calculation of parameters describing resonant orbits. 
Development of a time-averaged Hamiltonian provides an evaluation of the 
range in semimajor a.xis where resonant orbits occur, their forced eccentricities 
and characteristic times for development. Then we apply some of these results 
and develop a qualitative argument to show that a sufficiently strong resonance 
can produce a broad region of low particle density, i.e. a 'gap', just outside it. 
We estimate roughly what 'sufficiently strong' means by obtaining a lower limit 
on the mass of the satellite responsible for the resonance. The mechanism that 
we discuss involves the ability of resonances to establish a net diffusion of ring 
particles toward smaller semimajor axes; it operates even when self-gravitation 
of (concentrations of) ring particles is ignored. Thus, it is a property of reso
nance that is distinct from the excitation of spiral density waves. 

I. INTRODUCTION 

Our intent in this chapter is to analyse in a general way the characteristics 
of gravitational perturbations that arise when a resonance exists between the 
orbital frequencies of a satellite and a ring particle of negligible mass. The 
concept of resonance implies exact, or very near, equality between an external 
forcing frequency and the natural frequency of the responding system. Exam
ples of such a case exist in the solar system. The mean orbital frequency of 
the Trojan asteroids is precisely that of Jupiter and the periodic variation of the 

[ 562 l 
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orbital elements of those bodies-even their stability-can only be explained 
by the existence of the 1: 1 resonance. Thanks to careful searches in the Saturn 
system during 1980, we now know that this example is no longer unique. Two 
Trojan-type satellites resonate with Tethys (S3) and at least one with Dione 
(S4) (Reitsema 1981a, b ). The coorbital satellites, 1980Sl and 1980S3, pro
vide a novel example of 1:1 resonance in which the masses of the two bodies 
are comparable (Yoder et al. 1983). In an analysis of the effects of a perturb
ing secondary on a ring of material, the 1:1 resonance is not of particular 
concern, except for the case of a satellite imbedded in the ring. More interest
ing is the case in which the forcing frequency is a fraction (denoted by (i-j)/i, 
where i > j) of the local orbital frequency. On the basis of these remarks, we 
claim that a resonance exists between a ring particle and an external satellite 
(subscripts) when n8 = [(i-j)/iJn, where as usual the mean motion n is the 
time derivative of the mean longitude >... A principal concern of this chapter 
(Sec. II) centers on deriving the maximum induced eccentricity emax of reso
nant orbits together with the range of semimajor axis da in which in
creased eccentricities occur and the time scales Te for their development as 
a function of the integer indices i andj. Values ofj denote the order of reso
nance so that the first order case j = 1 includes resonances where the forcing 
frequency is½, i, etc., of the local value (i.e. where the local mean motion is 
2, !, etc. times that of the secondary). We shall see that, although resonant 
strengths measured in terms of emax and Aa depend weakly on i (there is 
little difference between½ and½), the dependence onj is critical; the½ reso
nance (j= 1, i=2) is much stronger than½ (j=2, i=3). The quantity that 
principally distinguishes between the various orders is the exponent to 
which the secondary-to-primary mass ratio is raised. Its monotonic increase 
with j for resonant orbits coupled with the small masses of the Saturn 
satellites means that resonances of high order, j ;;., 3 are inconsequential in 
that environment. 

Although the mean motions are the most important terms, two other 
slower motions are required for a complete description of the conditions for 
resonance. In all cases of resonance in the solar system, either the oblateness 
of the primary and/or the presence of perturbing bodies produces a slow 
motion of the apsidal and nodal lines at rates.Wand O that are normally but not 
always (cf. Ward 1981) a progression of the former and a regression of the 
latter. Thus a complete and general condition for exact orbital resonance 
between two bodies, which replaces the approximate form involving only the 
mean motions, can be written as 

(1) 

where the i's are integers. (We have chosen to maintain the link with celestial 
mechanics in this chapter by using its conventions and language to describe 
behavior at resonance. Those more at home with the nomenclature of galactic 
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dynamics will find the equivalence of the two schemes described by Green
berg [1984].) Although we shall quote results pertaining to the forced inclina
tion of a particle, we confine the analytical development in this chapter to the 
planar case. With this simplification we shall find in Sec. II that this relation 
takes the form (cf. Peale 1976): 

(i +j') n. + (-i +}) n - j'ci18 - fciJ = 0 , (2) 

which reduces to the approximate relation when the clJ's and j' are set equal 
to zero. 

Inclusion of the terms in ciJ (and 0) is a matter both of refinement and 
necessity. The former because, given the remarkable resolution achieved by 
Voyager, positions of features in Saturn's ring are now known to nearly km 
accuracy. The identification of observed structure in the ring with predicted 
locations of satellite resonances (Lissauer and Cuzzi 1982) requires a knowl
edge of ciJ and 0. whose values in the C Ring exceed one percent of n. Their 
consideration is also necessary because the resonance condition shows that 
allowed multiples of the ciJ's (and O's) lead to a group of adjacent resonances 
rather than a single one. Consider the example of the 8:5 commensurability, 
8nMimas = 5 n1ocah noted as a density wave by Voyager imaging. Asso
ciated with this commensurability are a number of individual resonances, 
e.g., 8n8 - 5n - ci18 - 2ciJ, Sn. - 5n - 2ciJ8 - ciJ, etc., limited by the 
requirement of rotational invariance of the coordinate system, namely that 
the coefficients must sum to zero. As mentioned above, it is expected (to be 
verified in Sec. II) that the first order or j=l resonance (withj'=2) dom
inates over the higher order cases, j ;;.,, 2. It will not, however, induce 
perturbations that rival the j = 1, j' =O case (an example of which is 2n. 
- n - ciJ) because, as we shall show in Sec. II, e8 1/'I appears as a multi
plier in the expression for the forced eccentricity. These weaker, but still 
first-order resonances that contain powers of e8 or / 8 (satellite's eccentricity 
and inclination) are often called eccentricity or inclination resonances. 

Studies of the 3-body problem show that stable periodic orbits exist at 
resonance; i.e., after one synodic period T8 , which is defined by the orbital 
periods of the particle and satellite, all positions and velocities repeat exactly. 
Transformation to a coordinate system that rotates with the mean angular 
velocity of the massive bodies provides a useful technique to obtain these 
periodic solutions numerically (Colombo et al. 1968). Such a treatment shows 
that (1) although the orbital elements of the massless body can vary appreci
ably during the short period T., since we are dealing with periodic orbits, no 
effects related to longer periods are present; and (2) the eccentricities e of 
periodic resonant orbits, when averaged over T. are many times greater than 
values for nonresonant orbits. Even Mimas, whose mass relative to Saturn is 
only 6.7 x 10_., induces eccentricities at first-order resonances that are a 
factor of > 10• above nonresonant values. If the number density of bodies 
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were comparable throughout a ring, then the collision frequency between 
resonant and nonresonant particles would rise by the same amount over the 
value corresponding to collisions between nonresonant particles. The be
havior of periodic orbits near a first-order resonance helps to guarantee a 
high-collision frequency even among resonant particles because they possess 
the following property. At a semimajor axis a somewhat less than the resonant 
value a,, periodic orbits are such that the massless body lies at pericenter 
when at (inferior) conjunction with the two massive objects. On the other 
hand, bodies beyond resonance, so that a > ar, are at apocenter when in 
conjunction. Pictured in the (rotating) frame so that Mimas and Saturn are 
stationary, resonant periodic orbits fora < a, are represented by ovals whose 
long axes are perpendicular to the line joining Mimas and Saturn but by ovals 
aligned with the two for a > ar, Collisions must therefore occur even for a 
''nested set'' of periodic orbits. 

For the general case in which a particle does not move in a periodic orbit, 
its orbital elements oscillate, or librate, with a period Te that is much longer 
than T, about those of the periodic solution. In particular, when particles 
diffuse into resonance as the result, for example, of collisions, their eccen
tricities, inclinations and, to a lesser degree, their semimajor axes will, during 
the period Te, vary considerably. In Sec. II we evaluate these quantities at 
various resonances and in Sec. III use them to describe how gaps in Saturn's 
rings can be formed. Note that at all resonances there are orbits having 
semimajor axes at and/or near the resonant value that will not execute 
stable librations. Comets that librate temporarily about various resonances 
with Jupiter (Marsden 1970) are a good example. For the case in which 
two massive bodies move in circular orbits (i.e., for the restricted 3-body 
problem), Henon (1969) and Jefferys (1971) have, for various secondary-to
primary mass ratios, provided diagrams indicating where stable solutions 
exist. In general, for first-order resonances, stable librations occur at res
onance unless particle eccentricities become too large (actual values depend 
on the mass ratio) while, in higher order cases, orbits of low-eccentricity are 
also unstable (cf. Wisdom 1982). 

The theory for the production of density waves at resonance, as de
veloped and summarized by Goldreich and Tremaine (1982) and by F. Shu 
(see his chapter and the chapter by Borderies et al.), uses the epicyclic approx
imation to obtain the radial perturbation near resonance. Their formulae show 
that the eccentricity at a distance Ax from the resonance that forces it is 
proportional to ml Ax, where m is the perturbing satellite's mass. This relation 
has a singularity at resonance and is of unknown accuracy close to it. The 
treatment in Sec. II is not limited to this approximation. We follow methods 
laid down by Poincare and Brouwer to obtain a Hamiltonian that, after averag
ing, leaves the action variables as constants of the motion. These procedures 
enable us to obtain analytical expressions, not widely available, for the be
havior of orbits arbitrarily close to resonance. (Characteristics of resonant 
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asteroids provide convenient comparisons for certain of these results.) We can 
also establish limits within which the linear approximation just mentioned 
is appropriate. Considered in this sense, Sec. II provides material bearing 
directly on the applicability and/or extension of the density wave theory 
( see also chapter by Borderies et al.). 

Much of Sec. III is given over to a largely qualitative argument, drawing 
upon numerical studies, leading to a description of how gaps (i.e., extended 
regions of very low optical thickness) might be produced by the heightened 
collision frequency at strong resonances. We are expressly interested in the 
possibility of accounting for the Cassini Division. Although the presence of 
predicted density waves (Goldreich and Tremaine 1978) has been clearly 
established at many resonances (Esposito et al. 1983), it is far from clear that 
they can be held responsible for producing the entire Cassini Division whose 
width is - 4500 km. Because the discussion in Sec. III considers effects of 
collisions induced by resonant perturbations on a particle-by-particle basis and 
does not include the self-gravitation of developing concentrations of ring 
material, it differs from the density wave analysis. Future studies should 
benefit from the incorporation of both effects. 

II. PERTURBATIONS AT RESONANCE 

Motivated by the Kirkwood Gap problem, Brouwer (1963) obtained an 
integral (Hamiltonian) that is valid both at resonance and when the perturbing 
satellite moves in an eccentric orbit. With the semimajor axis and mean 
motion of the perturber set equal to one, it has the remarkably concise form: 

- 1-L*-2 + p+q L* + R* = [ 8 . 

2 q 
(3) 

0 

L is a Delaunay variable, equal to the square root of the semimajor axis, R is 
the disturbing function which we shall consider presently and fs is a constant. 
The asterisks mean that the quantity in question has been averaged over a 
synodic period in order to eliminate short-period terms. This technique as
sumes that no elements vary appreciably during one period. The integers 
p and q provide a way of cataloguing resonances by describing the mean 
motion ratio, nln s = ( p +q )Ip where the subscript refers to the perturbing 
secondary and its absence implies the massless body. We have rederived 
Eq. (3) and use another notation. Readers wishing to compare this work 
with Brouwer's may find the compilation of equivalents in Table I useful. 
In terms of Keplerian elements, the Poincare variables of Table I are 

(4) 
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TABLE I 

Relations Between Parameters for Case of Zero Inclination 

Delaunay variables: 

Integers: 

Combinations of above: 

Giving this identity: 

Brouwer (1963) 

L 
L-G 

p 

q 

Xf = [(p+q)L-pG]*lq 
X, = (L-G)/q 

L* 

This Chapter 

A 
r 
i-j 
j 

u 
s 
U+(-i+j)S 

567 

Recall that we restrict our analysis to objects moving in a plane, but will quote 
analogous results for inclination resonances. 

The remaining term required for Eq. (3) is the disturbing function R. 
Newcomb (1895) obtained, for the case of a massless body in the field of a 
satellite, the potential in the form: 

Gm "' ,, ·kk' ( a ) V=--- L eke' p., - x 
s a . ., ' k' s 11 a s I • ./, I · /\, S 

(5) 

cos [(i+J')"-. + (-i+j)"- -J'w, -JwJ 

where the ,\ 's are mean longitudes and the w 's longitudes of pericenter. The 
summation indices k and k' are positive;j assumes the values k, k-2 . .. -k and 
j' depends similarly upon k'. P tf' (ala,) is expressible as a Newcomb 
operator (cf. Izsak et al. 1964) and depends only on the ratio of the semimajor 
axes. Equation (5) shows V, to be an infinite series, whose leading term, i.e. 
the one with the lowest power ofbothe 's, is 

- Gm ( a ) V:, = - -- e Iii es li'I ~y,1 li'I - cos a-, 
a. as 

(6) 

where a- is the argument of the cosine term in Eq. (5). Near a given resonance, 
specified by the various indices, u is a slowly varying function that oscillates 
(librates) between finite limits. At some critical distance from resonance 
(which we determine later) it begins to circulate continuously. This critical 
distance, .:ia, provides a meaningful definition of resonant width, although 
others (Lissauer and Cuzzi 1982) have been used. When all the variables 
contained in u are measured from the same origin, rotational invariance 
requires that their coefficients sum to zero. (Had we retained the inclination, 
the added restriction that the sum of the coefficients of the nodal longitudes 
must be even also applies.) 
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Brouwer (1963) using a technique due to Poincare, chose a set of canoni
cal variables that neatly isolates one critical term of o- at each resonance. 
Because, at any given resonance, all other angular arguments in the expansion 
of R have much shorter periods, Brouwer's technique is the equivalent of 
averaging over these short-period terms. As long as the orbital elements do 
not vary during the averaging time (which is measured in a few orbital 
periods) these terms will vanish. We form R* from Vs of Eq. (6), once we 
have expressed the a 'sand e's in terms of the appropriate canonical variables, 
by ignoring all terms except the critical one of lowest order in e at any 
resonance. 

Replacement of a and e in the disturbing function by U and S is readily 
accomplished from the relations given in Table I. For small e, we have 
e2 = 2jS/al and, to 0 (e 2), al= U so that 

e =(2jSIU)i . (7) 

Equation (3), with the semimajor axis of the satellite, a8 = l, now takes the 
form 

_I_ [U + (-i +j)Sr" - i S + m e8 U' 1P(U) (2js/U) Ul 12 cos o-
2 

(8) 

where m is the secondary-to-primary mass ratio and P(U) are exactly the 
polynomials involving Laplace coefficients and their derivatives tabulated 
by Brouwer and Clemence (1961). As errors exist for certain P(U) given 
by Newcomb (1895), we recommend the tabulation by Izsak et al. (1964) for 
any P(U) not provided by Brouwer and Clemence. The right-hand side of 
Eq. (8) is a constant that we shall denote by K. 

For the case j = 0, Eqs. (7) and (8) no longer apply because S is 
undefined. However, a treatment is possible for j = 0 and it has the novel 
aspect that neither e nor i appears in the forcing team. Thus only the 
semimajor axis varies in this type of resonance which we label as being of 
zeroth order. 

In planetary rings (as we shall explain in Sec. III) we are particularly 
interested in the fate of particles that diffuse into resonance from orbits 
that are initially almost circular and of low inclination. For all resonances 
other than j = 0, a particle's orbit becomes eccentric as the resonance 
dynamics force S, which is not a constant of the motion (Brouwer 1963), 
away from zero. 

In a study of the effects of resonance, we require first a measure of the 
range iia of semimajor axis in which librating orbits occur. Second, particles 
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within - ±.la of exact resonance (a = ar) can have large forced eccentricities 
whose characteristic maximum value emax are obtainable once S is deter
mined. The technique 9f using an averaged Hamiltonian, Eq. (3), to investigate 
the dependence of S (hence the square of the forced eccentricity) on <I has 
been used since the time of Poincare (1902) and more recently by Schubart 
(1964). Schubart's studies are numerical (which we have found useful) but no 
analysis appears to have exhausted the information that can be obtained 
analytically. We follow Poincare by introducing the rectangular canonical 
coordinates, 

X = V2SCOSU' 

y = V2S sin <I , (9) 

so thatS = ½ (x 2 +/),into Eq. (3). For resonances described by the argument 
<I = (i + j')>-..., + ( -i + j)>-.. - j'ws - jw, the mean motion A. in terms of that of 
the satellite is>..= (i + j')/(i - j)'A.8 , fori > j andj,j' = 0,1,2 .... Therefore, 
in the units adopted here, at a resonance r, 

. i-j 
1-u" -a - =. + ., . r r I J 

(10) 

Upon expansion of its leading term to (9 (S 2) and substitution of Eq. (9), 
the Hamiltonian Eq. (8) becomes 

[(i +}') U" + (-i +j)] 
+ --------(x•+y2) 

2U 5 

-mP(U)es U'I (j/U)Ul/2 x(x 2 +y")WH112 . (11) 

Exactly at resonance, Eq. (10) shows that the term in Eq. (11) in square 
brackets vanishes. When expanded to first order in au about resonance, this 
term becomes (3/2) (i -j) fl.ala. For the 3 orders of resonance j = I, 2, 
and 3 we can write Eq. ( 11) first as 

1 
K + 2U2 = 

3 

8 

(i-j)2 3 (i-j) 
u• (x•+y')' + 4 U' 

X 
-mes U'I P (U) lj½ 'forj = I, (12) 

where the final term is replaced by ±2me,li'1 P (U) [x(x 2 +y 2)½)/U forj = 2 
and 3V3me8 U' 1P(U) lx(x 2 +/))/Uiforj = 3. 
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Fig. I. A typical surface of section, after Schubart (1964), of the restricted 3-body problem, 
drawn for the first-order resonance, <r = 2AJupitn - A - w, with Jupiter, mi~""""= 104 7. 355, 
as the secondary. 

We call a resonance for which li I = I (whence, for example, a = 2As -A 
-w) "first order." Since x and y both vary as ~ which in turn is propor
tional toe, the initial condition e O = 0 implies x O = y O = 0. In this case the two 
constants of the motion K and U are related by K = - l/2U2

• Solving Eq. (12) 
for this and other values of K provides the • 'surface of section'' of a reso
nance, obtained numerically by Schubart (1964). Figure I is taken from his 
work. Here we examine the behavior of Eq. (12) aty = 0 (a quartic equation 
in x). Equation (12) has a root at x = 0 (cf. Fig. 1). Exactly at resonance, 
defined by ~a = 0, Eq. (12) reduces to 

-l- 8mP(U) ul]j 
X - 3 (i-1)2 

(13) 

for the case j' = 0. We have already seen that U = a½ to t9 (e 2 ), so from 
Eqs. (7) and (9), e = xa-t. Equation (13) therefore becomes 
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= [ _ 8maP(a) ]* 
e 3(i-1)2 ' 

(14) 

where P(a) is negative for all j = 1 resonances. (The mass m and semimajor 
axis a are measured in terms of that of the primary and secondary, respec
tively.) A more general treatment shows that the forced inclination differs 
from the form of Eq. (14), and its analogues at other resonances, only by factors 
of order unity. Equation (14) provides the total range of eccentricity forced 
upon a particle exactly at a j = 1, j '=0 resonance. (Written in terms of x, 
it gives the positive intercept of the x axis in Fig. 1.) For the 2:1 resonance 
u = 2>... ->.. -ciJ, Eq. (14) reduces toe = (2m)!, which is equal to 0.1241 
for the Jupiter-Sun case. For Mimas, with m = 6.7 x IO-", e = 0.0051 
and the characteristic radial excursion, 2ae is 1200 km. 

A more general solution of Eq. (12) shows that even larger eccentricities 
are forced on a body at a semimajor axis slightly displaced from exact reso
nance. The requirement that Eq. (12) considered as a cubic has 3 real roots, 
2 of which are equal-which is the condition for the extreme libration shown 
by the contour passing throughx = y = 0 in Fig. I-is 

1 [ 8 mP (U) i] 2 1 [ -2U 6.a ]• 
4 3 (i-1)2 u +21 t=1-;;- =O. (15) 

The single positive root x, and the repeated negative roots x. = x. imposed 
by Eq. (15) are factors of 21 and r½ times the value provided by Eq. (13), 
viz.,x, = 0.1754 andx2 = x. = -½x, = -0.0877 for an asteroid at the 2:1 
resonance with Jupiter. These values agree very well with those obtained 
numerically by Schubart and shown in Fig. 1. Whereas positive x corre
sponds to the usual libration of u about 0° (conjunction at pericenter of the 
asteroid), negative x implies libration about 180° (conjunction at apocenter). 
Apocentric libration has been detected for 7 asteroids (Franklin et al. 1975) 
and the maximum observed eccentricity for several of them agrees well 
with the value derived here, e = Ix.la-¼= 0.0985. For Mimas, the limiting 
excursion 2ae now reaches 1900 km. 

Solution of Eq. (15) yields a characteristic value for the resonance half
width 6.a/a. More precisely, it provides the amplitude of the variation in 
semimajor axis of a single body whose libration approaches ± 180° about 
<T = 0°. Since amplitudes of this amount are unlikely to be stable, the solution 
ofEq. (15) 

aa { 6 }* -;;- = (i- l) [amP (a)]" (16) 

provides an upper limit. At the 2:1 resonance, aa!a = 3/2 mi, so with Jupiter 
as the perturber aa = 0.048 AU for the somewhat poorly defined Kirkwood 



572 F. FRANKLIN ET AL. 

Gap whose observed half-width is perhaps slightly greater (Brown et al. 
1967). A better comparison (because any correspondence between Aa and the 
width of a Kirkwood Gap is complex) is provided by the Hilda asteroids that 
form an isolated group librating at the 3:2 resonance. In an analysis of 21 
members, Schubart (1968) has shown that the largest Aa encountered, corre
sponding to a libration of ~ 100°, is 0.055 AU. Equation (16) yields Aa = 
0.075, so the overestimate is not severe. Because Aa ~mi, scaling to Mimas' 
mass enormously reduces Aa. At the 2:1 resonance Aa is only 2.9 km, so the 
source region for particles whose eccentricity variations are considerable is 
itself remarkably narrow. 

We return to Eq. (12) withj=l,j'=0 one more time to obtain the linear 
approximation by dropping the first term on its right-hand side, so that 

Aae 4 mP(U) i 
x--=-

(i-1) U ' a 3 
or 

4 amP(a) a 
e=-

(i-1) Aae ' 
(17) 

3 

where, for the 2:1 resonance, P(a) = - ½[4b<;> + a(dh)>/da)] and, as noted 
earlier, the a's are measured in terms of the semimajor axis of the perturber. 
The b<i>'s are Laplace coefficients (Brouwer and Clemence 1961). The linear 
approximation is accurate and useful only outside the librating orbit region of 
width Aa. We indicate this fact here by using Aae when dealing with the linear 
regime. Because we have used Kepler's Third Law in the form O~a•= l, the 
radial perturbation r, at a distance Aae from this resonance (i =2) is 

2m [ 
r, = ae = - 3aa e O~ 4b1> + a (18) 

Equation (18) has the same form as, but is a factor of 2 larger than, the 
expression given by Goldreich and Tremaine (1982; their Eq. 45). The factor 
of 2 results because the two studies consider slightly different orbits; we shall 
clarify this remark toward the end of this section. At a distance Aae = Aa 
from the exact 2:1 resonance Eq. (17) underestimates e by 35%, but at 2Aa 
the discrepancy has fallen to only 2%; thus, the linear approximation is 
quite accurate for Aae larger than the Aa given by Eq. 16. 

Equation (12) also applies to the casesj=2 andj=3, and any discussion is 
sufficiently similar to that for j = l resonances that we will only quote results. 
However, resonances for which j ;;;,: 2 do differ in one regard from the 
first-order case. The equations of motion of these types have as factors powers 
of the eccentricity and/or inclination, so that orbits initially circular or unin
clined would seem to remain so. Yet, evolution from these states does occur 
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because in a region near resonance such orbits are unstable (Wiesel 1974). For 
}=2 andj'=0, the analogue ofEq. (14) is 

e= 
4 i . 

3(i- 2) [6amP(a)] ,1 = 3,4, ... (19) 

where P(a) > 0 for all j = 2 resonances. At a 3:1 resonance (i 3 or 
a-= 3A.8 -A. -2w), Eq. (19) gives e = 0.056 for mJuplter and e = 0.00047 
for m Mimas· The former matches the observed forced eccentricity of 887 
Alinda (Marsden 1970) while the latter gives 2ae = 83 km. A realistic 
lower limit on the resonance width follows from Eq. (15): 

Lia 8 
_a_""_3_(-i--2-)-amP(a) , (20) 

which for the above cases respectively yields a ;,:; 0.004 AU and 10 m. 
The} = 2 resonance just considered is not the only one lying in the region 

where>..= 3>..8 • As the cosine term in Eq. (5) indicates, near any mean motion 
commensurability there exists a number of resonances described by the criti
cal angle a-= (i+j')A.., + (-i+j)A. -}'<ii, -jw. Whenj=j'=l, the forced 
eccentricity becomes (cf. Eqs. 12 and 14): 

_ l ~ amP (a) ] ½ 
e - - 3 (i -1 )2 es (21) 

where P(a) < 0 for all i. For Mimas, Kozai (1957) finds e8 = 0.0202 so that 
e = 0.0016 when i=2. Thus, this so-called eccentricity resonance, which is 
displaced inward by 610 km because of Saturn's oblateness, dominates over 
the previously consideredj=2,j'=0 case because both e and in particular Lia 
are larger. The latter rises to 0. 006 AU for Jupiter (es = e Jupiter = 0. 048) and 
0.21 km for Mimas when e8 is included in Eq. (16). Clearly other values of}, 
j', and i produce additional weaker resonances near, for example, >.. = 3~ •• 
which might be detected in the outer regions of Ring C where the optical 
thickness is low. The question arises whether weak features could be of third 
orderj=3 which we now examine. 

For third-order resonances, the power of the mass ratio present in expres
sions for the forced eccentricity (inclination) and resonant width continues to 
increase. Equation (12) forj=3 yields 

24 
e = - -(-i--3-)2-amP(a),i = 4, 5, ... (22) 

where P(a) < 0. At the 4:1 and 8:5 resonances with Mimas, Eq. (22) gives 
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e = 1. 64 x 10-1 and e = 5 .18 x 10-1 , or linear excursions, 2ae, of 24 and 
140 m. The resonant width, 

24 
da = (i-3)3 [amP(a)]'a (23) 

shrinks to - 10-a cm at the 8:5 resonance. Since two density waves have been 
recorded in the vicinity of 5,\ = 8X.8 , whose characteristic patterns make it 
clear that one is associated with the eccentricity and the other the inclination 
(cf. chapters by Shu, and by Cuzzi et al.), resonances described by j= 1,j'=2 
orj=2,j'= l must be much more important thanj=3,j'=0. For the eccentric
ity resonances the two candidates are therefore: (1) 8.\. - 5.\ - 2w, - w, 
i.e.,j=l,j'=2, i=6; or (2) 8.\, - 5.\ - w, - 2w, i.e.,j=2,j'=l, i=7. 
Equations (14) and (16), (19) and (20) with e}i'I included give: for Case (1) 
e = 0.00049, 2ae = 133 km, and da = 0.15 km; while for Case (2) 
e = 0.00013, but da :2:3 m. Evidently, of all cases thus far considered, 
the j = 1 resonances dominate over others when the driving satellites have 
small masses characteristic of the Saturn system. 

We defer treatment of inclination resonances for a more detailed account 
(Wiesel et al. in preparation) but it is clear that the analogue of case (1) above, 
viz. 8.\, - 5.\ - w, - fl, - fl is the strongest. (Because sin i, and e, for 
Mimas are nearly equal, the forced inclination, /1 - [me, I,]! and resonant 
width, da/a - [me,/,]½ for this resonance hardly differ from case (1).) The 
distance of this inclination resonance from Saturn, for 12 = 0.016299 and 
J. = - 0.000917 (Null et al. 1981) is 135618 km, while the dominant eccen
tricity resonance lies at 135798 km. The observed separation between the 
density waves driven by each resonance is 190± 10 km (J. Cuzzi, personal 
communication). A similar pair of stronger j = I resonances with Mimas near 
3,\ = 5,\, appear as well-developed density waves (cf. chapter by Shu) 
in the A Ring. The outer, defined by <r = 5.\8 - 3.\ - w, - w lies at 
132275 km from the planet, the inner, <r = 5.\., - 3.\ - fl, - fl at 131877 km. 

For resonances of zeroth order j = 0, the slowly varying angle <r equals 
(i + j' ).\8 - i.\ - j'w, in the planar case. Since w, has replaced w, the posi
tion of a j = 0 resonance is slightly displaced ( characteristically by a few 
hundred km toward Saturn in the Cassini Division region) from that of a 
nearby j = 1 resonance when perturbing terms like the oblateness are present. 
Because for j = 0 neither the longitudes of pericenter w nor node fl appear 
in the Hamiltonian, the conjugate momenta are constants of the motion. 
Therefore, the resonance only produces oscillations da 0 in the semimajor 
axis. Equation (12) is not immediately applicable for the j = 0 case, but 
Brouwer's treatment can be generalized to include it. The companion to 
Eq. (11) can be written as 

1 li'I 
Ko= - 2(-iU,i)' + (i +j')U0 - me, P(a) cos <r (24) 
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where, apart from a constant, U0 has replaced U for this case. As before, we 
expand the first two terms of Eq. (24) about the value of U O at resonance, viz. 
Uo(ar) = ar½f(-i), and absorb a constant into K0 to yield 

1 aa 2 U'I - s( llr()) (i +J')Uo(ar) + me. P(a) cos u. (25) 

The term in square brackets vanishes at resonance ar = [i/(i + j') f For zero
order resonances, librations of the longitude of conjunction of the satellite and 
a ring particle occur about the apocenter of the satellite's orbit <T = 180° (cf. 
Fig. 2). We can evaluateKi!by setting aa 0 =0 when u =0° so that at <T = 180° 
Eq. (25) yields 

--a l Li'I ]½ 
4 ame 8 P(a) (26) 

One caveat remains on the general application of Eq. (26) because our de
velopment of the disturbing function R has ignored the indirect term. The 
latter arises because we have referred all coordinates to the planetocentric 
rather than center of mass frame. We can readily allow for this effect by 
including an appropriate numerical correction to the P(a)'s (Brouwer and 
Clemence 1961, p. 493). The 2:1 resonance (i=l, j'=l) is the only j'=l 
resonance possibly present in Saturn's rings requiring this modification. For 
this case with Mimas as the perturber, we obtain aa 0 = 11 km (cf. Fig. 2). 
Ignoring the indirect correction increases aa 0 to 18 km. 

Thus far we have obtained expressions for the forced eccentricity and 
range of semimajor axis where librating orbits exist. We tum now to the 
question of the time scale for the variation of these quantities, which is the 
libration period T1 . Because energy and time are canonical conjugates, one 
expects that aa and r;' will be similarly dependent on critical quantities such 
as the mass ratio m. Our analysis uses standard techniques (cf. Goldstein 
1953) to obtain the frequency w that describes oscillations arising from slight 
displacements about the equilibrium solutions of the Hamiltonian (Eq. 12). 
The first partial derivative Kx yields an equation for the equilibrium solutions 
u = 0ofEq. (12): 

(27) 

The second partials Kxx and Kuu provide the secular equation which, in the 
cases studied here, has the form 
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Fig. 2. A surface of section for the zero-order resonance, CT= 2A, -A -w" with Mimas as the 
secondary. Horizontal coordinate, given in km, measures the distance from exact resonance, 
D.a =0. 

(28) 

If we let the coefficients of the terms containing the x 's and y 's as they appear 
on the right-hand side of Eq. (12) be A, B, and C, Eq. (28) for first-orderj= 1, 
j' =0 resonances becomes 

w 2 = 4 (6 Ax 2 + B)(2 Ax2+ B) . 

Well away from resonance, Eq. (29) reduces to 

3 (i -1) 
w=2B = T al 

Ila 

a 

(29) 

(30) 

which has the expected form of the drift frequency of particles moving in 
Keplerian orbits. 

How best to employ Eq. (29) at resonance presents a slight quandary 
because we do not know the precise value of il a that corresponds to the 
equilibrium solution given by Eq. (27). We commit no serious error (as we 
shall see presently in a numerical example) by setting il a =0 so that B =0. 
Equation (29) then yields 

= ,r,:; 2 _ (2._)~l-(i-l)mP(a)]! 
w - 4 v3Ax - a 2½ , (31) 

thanks to Eq. (27) written as 
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x= (-_£_)! = [-2mP(U) t ]! 
4A 3(i-1)2 U 

(32) 

Equations (31) and (32) apply only for the first-order resonances,j= l ,j'=0. 
As provided by Eq. (32) for the equilibrium solution, x (which equals ea~ is a 
factor of 2 smaller than the value obtained for that librating orbit which, 
during the range of its resonant oscillations, passes throughx=e=0 and which 
was given earlier in this section by Eqs. (13) and (14). The different orbits 
considered would appear to reconcile the factor of 2 discrepancy between the 
linear approximation developed here (Eq. 18) and that of Goldreich and Tre
maine (1982). A final point should be made on a related matter: x, as given by 
Eq. (32) (x = 0.070 for m=mJuptter at the 2:1 resonance) is not equal to the 
equilibrium solution shown by the cross near x = 0.12 in Fig. 1 because 
Schubart's solution does not correspond, as Eq. (32) requires, to Aa=0. 

For the 2:1 resonance and m=mJuptter, Eq. (31) yields w-' = T1 = 32 
Jovian orbital periods. Te equals 40 when, instead of setting A a =0, we 
calculate Te one resonant width (Eq. 16) from exact resonance. Both Schubart 
(1964) and Lecar and Franklin (1973) obtained T1 = 38 in different types 
of numerical studies for small e . In the case of 1362 Griqua (e = 0. 3, 
Aa- = ± 100°) Marsden (1970) found T1 = 32. For the same resonance, 
but with Mimas' mass, Te= 1.86 x 10• periods ofMimas or ~48 yr. 

The discussion for other resonances is sufficiently similar that we need 
only provide expressions analogous to Eq. (31). For j=0, j'= 1 

li'I 
w = -½-[--m_e_._a_'P_(a_) __ r , (33) 

which, for the 2: 1 resonance with Mimas yields Te= 69 yr. For j=2, j'=0, 

_ ~ 1,[ mP (a) ] 
w-4v6 al . (34) 

Equation (34), and all expressions developed here for w, apply for the condi
tion of both small free eccentricity and libration amplitude that are likely to be 
appropriate in planetary rings. The only well-observed body at a resonance of 
this type (a-= 3AJuplter - A - 2w) is 887 Alinda, for which the free eccentric
ity is 0.5 and Aa- is 114°. Therefore, it is not surprising that its observed 
period, Te= 360 yr (Marsden 1970) is a factor of nearly four shorter than the 
value Te= 1390 yr given by Eq. (34). (The decrease of Te with increasing e 
was established numerically by Schubart (1964) for the 2:1 resonance.) In 
the case of Mimas, T1 = 4340 yr at thej= 2 resonance (3A8 -A -2w), but 
Eq. (31) with e8 = 0.0202 included yields T1 = 210 yr for thej=l resonance 
(3A8 -A -w. -w). Finally, forj=3,j'=0 we have 
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TABLE Il 

Dependence of the Libration Amplitude (Described by Variation in 
Semimajor Axis ~a, Libration Period Te and Forced Eccentricity) 

on Mass m, and Eccentricity e. of the Secondary 

Resonance ~ 
Order Form of er or Forced 

UI + I e I j' (Example)a (Te)-' Eccentricityl> 

0 (i + )')>.., - i>.. -j'w, m½ 
s 

0 i>..s + (-i+l)>..-w ½ mt m s s 

2 0 i>..,+(-i+2)>..-2w m, m½ 
s 

(i + I)>..,+ (-i + l)A - ws - w (m,e,)½ (m,e,)1 

3 0 i>.., + (-i + 3)>.. - 3w 2 

m, ½ ms 
2 I (i +I)>..,+ (-i + 2)>.. - w, - 2w m,e, (m,e,) 

2 (i + 2)>.., + (-i + I )A - 2w., - w (m,e,); (m,e,)½ 

am its most complete form, a resonance is described by u = (i + j'+k)A, + (-i + j + k)).. 
J'w, - Jw + (-2.k + t )0, -! n. 
bDependence of the forced inclination is analogous to the forced eccentricity with I, re
placing e,. 

, 1 mP (a) ] 
w = 54 (3a>' l (i-3) (35) 

which gives, for asteroids possibly librating near 2A. = 5~Jupiter, Te= 5 X 105 

yr. For the nearby first-order j = I , j' = 2 resonance, Te= 1800 yr which makes 
a search for such bodies feasible. 

Table II compiles some of the results of this section for resonances of 
order equal to and less than 3. The dominant resonances are the j = I and j = 0 
cases, both of which are observed in Saturn's rings. Are j=2 resonances 
likely to be important? If a first-order, j = 1, j' = 1 resonance is significant, 
then the adjacent second-order one (j=2, j'=0) will be equally so if the mass 
and eccentricity of the driving secondary are such that m, = (m,e,)', or m, = 
e;. Thus the asteroid belt is the best hunting ground for resonances withj=2 
although their existence as minor features in regions of low optical thickness 
is not excluded in the Uranus and Saturn ring systems. 

III. DEVELOPMENT OF GAPS AT RESONANCE 

Our discussion of resonance phenomena must address the question of 
how many of the conspicuous ring features can be attributed to various satel
lite resonances, and how are such features produced. This broad question 
is nearly as difficult to answer as it is obvious to propose. In this section we 
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argue that not only do resonances excite spiral density waves (cf. chapter by 
Shu) but, in addition, they generate, by a distinctly different process also 
related to resonant perturbations, regions of very low optical thickness that 
appear as dark gaps in the ring. Our approach, which relies on the background 
material of Sec. II, sets an approximate lower limit on the satellite mass 
necessary for gap production. There are also many gaps in our knowledge, 
and we shall mention several topics for further study. 

A qualitative picture describing a process by which resonances can de
plete the amount of material in their vicinity has been given by Franklin et al. 
(1980). That paper concentrated on the truncation of the asteroid belt and the 
development of a deep gap at the 2:1 resonance. As a prelude to the Saturn 
ring problem, we review its arguments, refining some of them to apply to 
the questions at hand. Consider particles drifting into resonance from either 
direction as the result of viscous diffusion. The eccentricities of such objects 
are in general very much less than the eccentricity, e max, forced by the 
resonance. Now, assume that the perturbing satellite moves in a circular 
orbit so that, for these particles whose semimajor axes equal a 0 , we can 
write the Jacobi constant 

1 
J=--+a 0i+ 0(m) 

2a 0 

(36a) 

where m is the perturber's mass. At a first-order resonance Sala ~ 8e 2 ~ m1 

(see Sec. 11), so that we are justified in dropping terms of order m. As resonant 
perturbations develop a larger eccentricity e,, the Jacobi constant becomes 

1 ½ 
J = -- + [ a (1-e 2

) ] 2a, l l 
(36b) 

where e, is comparable to emax· Collisions are more likely at an eccentricity e, 
than at values near zero. Since J is conserved, the two versions of Eq. (36) 
show that a, < a 0 ; i.e., when the probability of a collision is highest, a is 
smallest. As collisions are partially inelastic, a, is even further reduced so that 
after leaving resonance via a collision, a, is reduced below what it was before 
entering resonance. There is, therefore, a net drift to smaller values of a. 
Franklin et al. (1980) likened resonances to semi-permeable membranes in the 
sense that collisions assist particles trying to diffuse inwards but impede 
bodies on a net outward passage, the latter being preferentially returned to 
their region of origin. 

Taking the variation of an equation with the form of Eq. (36b) provides a 
useful restatement and extension of this discussion: 

__ [a(l-e 2)]½ {Sa [ 1 ] 
81 -0 - 2 -;;- l - ai(l-e")t - (1-e2) } . (37) 
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For a resonance located interior to a satellite so that a < I, Eq. (37) shows 
that 8a is negative when 8e 2 is positive. It also makes clear that particles are 
losing angular momentum because 6 [a 1( l -e 2 ) 1] = 8a/2a 2 is less than 
zero. The angular momentum lost by particles is transferred to the per
turber which spirals outward. 

When applied to the asteroid belt, this argument which Franklin et al. 
(1980) checked by a series of numerical simulations can explain the rapid 
decline in the asteroid population just outside the 2:1 resonance, and give an 
accurate width for the Kirkwood Gap at the 2:1 resonance itself. In the context 
of the asteroidal distribution, these results lose some interest because they 
apply only to bodies with eccentricities 'Em i = 0.02. For larger eccentricities, 
viscous diffusion of particles is more rapid than angular momentum transport 
so that neither a sharp truncation nor clear gaps have the opportunity to 
develop. Thus, to be a viable explanation, an additional mechanism (cf. 
chapter by Ward) is required to raise the average eccentricity and inclination 
subsequent to this sculpturing of the asteroidal belt material. The eccentricity 
limit poses no problem in Saturn's rings where, as we shall show, characteris
tic values are~ 10-', but a potential problem for gap formation exists because 
of the small masses of the inner satellites and, specifically, of Mimas. How 
can so small a satellite be responsible for a broad gap is a question that has 
haunted the search for an explanation of the Cassini Division for some time. 
The discussion in Sec. II shows, for example, that resonant perturbations are 
large over a range of semimajor axis that is only ~ 3 km wide. In the hope of 
establishing a causal connection between the resonance and the Division, the 
latter part of this section introduces some heuristic arguments that are sugges
tive though not yet complete. We claim that the narrowness of the region itself 
in no way prevents a sufficiently strong resonance from functioning as a 
barrier against the outward migration of ring particles. Consequently, what 
determines the presence of a gap (and its eventual width) are the details of 
viscous diffusion at and near resonance owing to the enhanced frequency of 
collision there. One immediate prediction, verified in the case of the Cassini 
Division, follows. The position of the (narrow) resonance, because it acts as a 
one-way barrier, defines the sharp inner edge of the gap it produces. The 
location and appearance (e.g. slope or sharpness) of the outer boundary is 
governed by the behavior of particles induced by partially inelastic collisions 
to diffuse inwards. In this sense, the gap develops or eats its way outward in 
time from resonance. 

An alternative approach to gap development that makes the same predic
tion with regard to the location of its inner boundary was first proposed 
quantitatively in the context of planetary rings by Goldreich and Tremaine 
(1978). Their mechanism, based on effects of spiral density waves produced at 
resonance, differs from the considerations offered here. Both operate toward 
the same end, and are two aspects of the response of a particle disk to resonant 
perturbations, by transferring angular momentum from the region of reso-
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nance to the perturber. There is, however, a significant difference: ours pro
duces gaps even when the self-gravitation of nonaxisymmetric material 
concentrations is neglected, while the density wave theory clearly requires 
self-gravitation. A pictorial representation of the development of density 
waves near the 2: 1 resonance has· been provided by Lin and Papaloizou 
(1979). In Sec. I, we pointed out that, in the frame rotating with the 
massive bodies, periodic orbits are represented by ovals about which other 
orbits librate and that the family of smaller ovals interior (a < ar) to reso
nance is orthogonal to those of the larger exterior one. In the presence of 
dissipation accompanying partially inelastic collisions, the entire field of 
orbits would be altered so that successively larger ovals would be aligned at 
intermediate angles. Put in other terms, in the region beginning inside reso
nance and moving outside it, one can represent periodic orbits by a set of 
ovals (the librating orbits serve to make individual ovals fuzzier) each of 
whose long axis is rotated by an increasing angle. The totality of such 
orbits appears as a spiral, shown schematically by Lin and Papal~izou 
(1979, their Fig. 3) and more clearly, though in a strictly illustrative context, 
by A. J. Kalnajs (see Toomre 1977, his Fig. 3). The nonaxisymmetric 
spiral pattern produces a torque which Goldreich and Tremaine (1978) 
determined analytically and applied as a mechanism to generate the Cassini 
Division. Clearly, the self-gravitation of the developing wave pattern is the 
source of the torque. Although the existence of very well-developed spiral 
patterns (but not deep gaps) at many resonances provides a strikingly beau
tiful confirmation of the Goldreich-Tremaine theory for the production of 
density waves, its role as the principal explanation of the Cassini Division 
is placed in doubt by the numerical simulations of Franklin et al. (1980) and 
Schwarz (1981). The models developed in these papers, which ignore self
gravitation and presumably for that reason do not exhibit density waves at 
resonance, require only partially inelastic collisions to develop gaps. Franklin 
et al. show that the effects of diffusion as we have sketched them here 
closely conform to the behavior of their numerical models. Schwarz ar
gues that the gap produced at the 2: l resonance with Mimas is no more than 
~ 300 km wide. The accuracy of this numerical value is somewhat com
promised both by the limited duration of the integrations ( ~ one libration 
period) and by the drastic scaling to Mimas' mass used to reduce computing 
time. The two simulations employ mass ratios m of 10-• and 2 x 10-", each of 
which is a factor close to 10' greater than the Mimas-Saturn value. This in turn 
makes the ratio of nonresonant to resonant eccentricity larger by a factor of 
~ lQ3 in the models than in Saturn's rings. We suspect that in such a "noisy" 
ring, the full width of any gap produced by a resonance will not be apparent. 

We can safely conclude that gaps are formed at sufficiently strong reso
nances and that they can occur independently of the self-gravitation produced 
by nonaxisymrnetric disturbances. Rather they owe their development to the 
enhanced collision frequency associated with the relatively high eccen-
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tricity orbits at resonance and the capacity of the latter to encourage only the 
inward diffusion of particles. Just how wide a gap can grow in the real 
environment of Saturn's rings remains unknown. Therefore, it cannot yet be 
claimed that the entire Cassini Division width is the responsibility of the 2: I 
resonance with Mimas. A new generation of models that reduce the scaling 
factor and include self-gravitational effects seem valuable in addressing this 
problem. It would be useful to consider the behavior at other first-order 
resonances in such models, even if their relevance to Saturn's rings is 
hypothetical, because it is not clear whether the orthogonal nature of periodic 
orbits interior and exterior to ar is a property common to all of them. 

Having reviewed what is reasonably well-known, we offer some remarks 
and speculations on how collisions operate to define the inner boundary and 
possibly also enlarge the gap at the 2:1 Mimas resonance beyond Schwarz' 
(1981) estimate which, taken at face value, is more than one order too small to 
account for the Cassini Division. A companion topic is why gaps are not seen 
at other resonances, e.g., those corresponding to satellites less massive than 
Mimas. In the next paragraphs we consider how resonant perturbations affect 
particle diffusion. 

Random-walk arguments (cf. Franklin et al. 1980) lead to an estimate of 
the amount by which a particle will diffuse in the radial direction as the result 
of collisions. Each collision produces an incremental step l P so that, after 
a time t, a body undergoing many collisions will have traveled a distance 
fl.rd given by 

(38) 

where tc is the average time between collisions, and is equal to the mean free 
path Av divided by the random velocity Vv of the particles. The random 
velocity is related to what we shall call the "free eccentricity" e fr of ring 
particles by Vp = err ,no, where Oo is the local angular velocity of rotation. 
Estimates reviewed in the chapter by Cuzzi et al. place the I-dimensional 
random velocity at ~ 0 .4 cm s -•. Because this number is uncertain by a total 
factor of ~ 2, we shall use this numerical value here whenever a random 
velocity is required, i.e., no correction is applied to the I-dimensional value. 
Near the Cassini Division, r = 1.17 x 10'0 cm so that we obtain err = 2.3 x 
10-1 and e fr r = 2. 7 x 103 cm. The step length l P taken at each collision is 
the smaller of the two quantities err r or Ap = (np<rp)- 1 , where nv is the 
number density of particles and <rp their average cross section. To evaluate 
Ap we use the value for surface mass density <rp ~ 100 g cm__. as charac
teristic of the outer part of the B Ring (see chapter by Cuzzi et al.). For <rp 

we have the relation 

(39) 
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where h is the half-thickness of the ring and mp a typical particle mass. Both 
Saturn's field and the self-gravitation of ring material contribute to yield 
for h an equation that is well represented by 

(40) 

where h 0 , the value of h when only Saturn's gravity operates, is ( 1r/2)i vp/00 • 

For <T = 100 g cm-2 the solution to Eq. (40) gives h = 16.5 m (consistent with 
observations described in Cuzzi et al. 's chapter) and shows that h = 0.695 h 0 , 

where the coefficient is the correction due to self-gravitation. Combining 
these numerical estimates with an assumed average particle radius of 10 cm 
( and a mean density of 1), we find from Eq. (39) that n P = 7. 2 x 10__. cm - 3 

and Aµ = 440 cm. ( Smaller particle radii decrease Aµ linearly.) Since 
A.11 < errr, it is the appropriate quantity, £11 = A.11 , for use in Eq. (38) 
which, with v11 = er, rfl0 and 0 0 = 21r/T, can be written 

(41) 

where T is the local orbital period. In terms of the numerical estimates dis
cussed above, Eq. (41) becomes 

fir r1 ( t ) ½ -- = 2.4 X 10-1 -

r , T 
(42) 

This relation provides that the radial distance particles will diffuse in a time t 
if their mean random velocities are 0.4 cm s-'. 

In Sec. II we obtained a value for the eccentricity, e max, forced at the 2: I 
resonance, together with the time Te for its development from a much smaller 
value. These quantities combine to give an expression for the induced radial 
perturbation Ii r r of 

fir r ( t 
--= emax sin -T) . 

r .. e 
(43) 

For the 2:1 Mimas resonance, Cmax = (2 m)½ = 0.005 and, since Te= 48 yr, 
Te!T = 3.6 x 10• so that, as long ast << Te, Eq. (43) becomes 

fir r ( t ) -r-= 1.4 X 10-1 T . (44) 

A comparison of Eqs. (42) and (44) shows that the magnitude of the 
radial excursions of resonant bodies dominates those resulting from diffusion 
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after only some ten orbital periods. We interpret this result and summarize the 
process of density depletion as follows: consider Saturn's rings initially to be 
a nearly uniform medium in which a strong resonance has just been estab
lished. Just interior to the resonance, particle motions are characterized by a 
small free eccentricity err determined by their random motions. Mutual colli
sions cause some particles to diffuse outward into resonance. Once in reso
nance, nearby particles experience perturbations that are relatively large but 
coherent, so that the mean random velocity is not greatly altered. That is why 
we can still use err in Eq. ( 42) to estimate the amount of diffusion in the 
resonant region, as long as the number density of particles in resonance is still 
comparable to the value outside it. (The analogy comes to mind of a dense 
crowd of commuters exiting through a narrow stairwell; their elbowing is 
largely independent of how fast or in what direction the stream of people 
moves.) As the resonant perturbations develop, the jostling particles that have 
diffused into resonance are moved as a body over a wide range which is, deep 
in resonance, measured by emax· We have described early in this section how 
particles subjected to resonant perturbations preferentially collide with non
resonant bodies interior to resonance because that is where the collision 
frequency is largest. The dominance of the resonant return of particles over 
their outward diffusion implied by llr7 being greater than !:.rd on a short 
time scale acts to reduce the amount of material in resonance. 

Formally, Eq. (42) indicates that, after tff = 10, !:.rd has penetrated only 
a few percent of the total resonant width !:.a = 2.9 km of the 2:1 Mimas 
resonance. In fact the time tff is longer and the penetration deeper because, as 
the particle density in resonance falls, the mean free path A.p increases so that 
the coefficient in Eq. (42) rises. We would require a solution of the diffusion 
equation to understand the details precisely. But the important point of this 
heuristic example is that, if the resonance width were narrower, which goes 
hand-in-hand with the slower development of resonant perturbations, then 
particles would diffuse through resonance so rapidly that no pronounced gap 
would arise. We have, therefore, in principle the means of establishing a 
criterion that sets the minimum satellite mass necessary to inhibit outward 
particle diffusion. This criterion imposes the condition that, for narrow gaps 
to occur at resonance, the diffusion time td must be greater than the time Te 
which measures the growth of the forced eccentricity. Slightly recast, Eq. (41) 
gives the time for a particle to diffuse through the resonant width !:.a: 

T 

21rerr 

where, from Eq. (16) m Sec. II, !:.ala 
Equation (31) yields 

(45) 

3/2 mi for the 2:1 resonance. 
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a i 21T 
Te= ( 3) [mP(a)]' 

(46) 

The condition ta ;.,:; T and the numbers quoted above yield the limiting mass 
ratio, m ;.,:; 8.7 x 10_._ Increasing the mean free path in resonance raises the 
limit and reducing etr (cf. chapter by Borderies et al.) would lower it. For
mally, Mimas with m = 6.7 x 10 ..... fails, but improvements in the model as 
well as revised numbers could place it safely on the gap-forming side of the 
limit. Results from Voyager 2 (Tyler et al. 1982) suggest that Mimas' mass 
may be 20% larger than the value we have used here. 

Other satellites of Saturn are much less likely to form gaps in its ring. A 
ranking by mass of the newly discovered inner satellites (see Goldreich and 
Tremaine 1982), which is somewhat approximate because only their sizes 
have been measured, places the larger of the two coorbital satellites, 1980Sl 
(Janus), next in mass to Mimas but smaller by a factor of at least ten. Within 
the boundaries of the ring all other first and higher order resonances, whether 
associated with Mimas or other satellites, have smaller values of .:i a and 
longer times Te than the 2: 1 Mimas resonance. We conclude from this pilot 
study that in all likelihood only this resonance has the possibility of generating 
a gap by establishing a barrier to outward particle diffusion. However, we 
should not dismiss the reasonable chance that the outer boundary of the A Ring 
is determined by an application of the arguments developed here to the 7:6 
resonance with Janus. Within the confines of the ring it is the next strongest 
resonance. The nagging question remains: even if we have a possible 
mechanism to establish an inner boundary to the Cassini Division, what 
determines the total division width, i.e. what fixes its outer boundary? To this 
question we cannot now provide a satisfactory answer, but the generation of a 
gap as large as -4500 km by the inward diffussion of particles to the 2:1 
resonance does not appear hopeless. The effect of a resonance on ring 
dynamics, as given by Eq. (17), will be negligible if the induced eccentricity 
er< err. The converse is likely to be true: particle motions and diffusion will 
be affected if er > e fr· These two values of the eccentricity are equal at a 
distance from the 2: I resonance of - 3 x 10• km, some 7 times the observed 
division width. Perhaps the division is still slowly expanding into the A 
Ring. We urge that solving the diffusion equation for this problem be given 
priority. 

The foregoing paragraphs have argued that the strongest resonance pre
sent within the ring system may be responsible for the Cassini Division. Many 
resonances that are weaker, either because the driving satellite has a lower 
mass or because of the nature of the resonance as explored in Sec. II, have a 
clear association with density waves. Esposito et al. (1983) have identified 13 
definite density waves and numerous possible ones. On images of good reso
lution, there is a definite matching between first-order j= l ,J'=0 resonances 
and small variations in optical thickness throughout much of the A Ring (cf. 
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Holberg et al. 1982). Resonances involving 1980S26 (outer F Ring shepherd) 
with i as great as 18 are clearly visible. Slightly more conspicuous is the 
converging series associated with 1980S27 (inner F Ring shepherd) with i as 
large as 35, i.e., CT = 35.\, - 34.\ - ciI. The coorbital satellites, 1980Sl 
(Janus) and 1980S3 (Epimetheus), assumed to have a single mean motion of 
518?24/day, contribute resonances in the A and C Rings, where the i=7 case 
closely corresponds to the outer boundary of the former. Other j= I reso
nances with Mimas (but with}'= I andj'=2 so that e,li'1 is present in various 
parameters; cf. Table II) have been detected as density waves at the three 
commensurabilities, 3A., = >-., SA., = 3>.. and 8>.., = 5>... Wiesel (1982) has 
searched in the Cassini Division, where the optical thickness T :SO. I, for 
evidence of higher order resonances and concludes that the }=2 and j=3 
(i.e. cr = 2.\, - .\ + 2W, - 3W) cases are possibly present. 

A question raised by these remarks is: Do all resonances greater than a 
given strength produce density waves-or gaps? Any answer requires some 
qualification because the response to a resonance depends on the local optical 
thickness which may be, but need not be, determined by the resonance. With 
the caveat in mind, our opinion is that there is no evidence for strong missing 
resonances. Esposito et al. (1983) provide some useful quantitative remarks in 
reaching the same conclusion. 

If the answer to the question just posed is cautious, the response to its 
converse is definite: there are several large gaps, and many narrow features, 
that are not linked to any known resonance. The attempt (Franklin et al. 1982) 
to associate several conspicuous gaps in the outer parts of the A and C Rings 
with resonances excited by longitude dependent harmonics of the planet 
seems to have been unsuccessful given the more accurate positions now 
available, unless good reason can be found for supposing that the density 
inhomogeneities responsible for the effect rotate with a - 5 minute longer 
period than Saturn's magnetic field. Even were this explanation a possible 
one, the second most conspicuous ring feature (after the Cassini Division), the 
Encke Gap, remains unaccounted for by any resonant effect linked to known 
satellites external to the A Ring. 

In ring systems other than Saturn's (and the Sun's asteroid belt) reso
nances appear to be of no importance. The population of the tenuous Jovian 
ring is dominated by small particles (cf. chapter by Bums et al.) whose 
motions are also affected by the planet's magnetosphere. No strong reso
nances with any of the Galilean satellites lie within this ring system. At 
present, there is no evidence that any of the known satellites of Uranus 
directly affect its rings. But in the case of Saturn as this and other chapters 
attest, resonances make a significant, if still incompletely understood, contri
bution to the structure and evolution of its rings. 
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The ring models described here were developed to account for the dynamical 
problems posed by the narrow rings of Uranus. Some of these rings are now 
known 10 be eccemric, inclined, nonuniform in width, optically thick, and 
narrow, with very sharp edges. The eccentric rings have common pericenters 
and large, positive eccentricity gradients. The theory of shepherding satellites 
succesJfully accounts for most of these features and can also account for some 
features of the narrow Saturnian rings, in particular, waves, kinks, and 
periodic variations in brightness. Outstanding problems include the putative 
relation between eccentricity and inclination displayed by eight of the nine 
Uranian rings, and the magnitudes of the tidal torques acting on the shepherd
ing satellites. The horseshoe-orbit model, although viable, probably has more 
application to the narrow rings from which the Saturnian coorbital satellites 
formed. The angular momentum flow rate due to particle collisions is a 
minimum at the Lagrangian equilibrium points L. and L,, and we can expect 
accretion to be rapid at these points. 

The Voyager 2 image (Fig. 1) of the Satumian F Ring showing the two 
"guardian" satellites, 1980S26 and 1980S27, leaves little doubt that the 
theory of shepherding satellites proposed by Goldreich and Tremaine (1979a) 
for the Uranian rings is essentially correct. There is no direct evidence that 
satellites confine the nine Uranian rings, but this must be regarded as very 
likely. The horseshoe-orbit model of Dermott et al. (1979), postulates that 
each narrow ring contains a small satellite. While viable, this model cannot 
account for some of the observed features of the Uranian rings. However, I 
will argue that the model can be applied to the narrow rings from which the 
coorbital Satumian satellites presumably were formed. The aim of this chapter 
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Fig . 1. Image taken by Voyager 2 of Saturn's A Ring, showing the narrow F Ring bracketed by 
its two shepherding satellites. Because the inner one (1980S27) orbits the planet slightly 
faster than the outer (1980S26), the satellites lap each other every 25 days. When this picture 
was taken, the shepherds were< 1800 km apart; they passed each other -2 hr later. Marked 
azimuthal variations in the brightness of the F Ring are evident. (Image courtesy of JPL/ 
NASA.) 

therefore will be to give an account of the dynamical processes involved in 
both types of ring-satellite gravitational interaction. 

In Sec. I, I describe the problems posed by the narrow Uranian and 
Satumian rings. The initial outstanding problem was that of particle confine
ment, and a good portion of this chapter is devoted to that problem alone. In 
the model of Goldreich and Tremaine (Sec. 11), particle confinement is 
achieved by tidal torques exerted on the ring_ by small nearby satellites. The 
torque arises from the second-order change in semimajor axis experienced by 
each ring particle at each close encounter with the shepherding satellite. 
However, for the cumulative change in semimajor axis to be finite, the ring 
particle must lose some orbital energy between consecutive encounters. This 
loss is achieved either by collisions, which result in eccentricity damping, or 
by energy transfer to other ring particles through the excitation of spiral 
density waves. I give a simple derivation of the torque equation and explain 
why this torque is correctly described as a tidal torque. In Sec. II, I also 
discuss wave formation in very narrow rings and show how these waves could 
account for the kinks, braids, and periodic variations in brightness displayed 
by the Satumian F Ring. 
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The linear relation between ring width and orbital radius displayed by the 
e Ring of Uranus and some other narrow rings shows that the pericenters of 
the particle orbits have a common precession rate, and that the pericenters are 
closely aligned (Sec. III). Such alignment may be maintained by the ring's 
self-gravitation (Goldreich and Tremaine 1979a,b), in which case the ring 
mass and surface density can be deduced from observable ring parameters. 
However, it is notable that all the measured eccentricity gradients are close to 
unity; this prompted Dermott and Murray (1980) to suggest that the rings 
are close-packed at pericenter and that apse alignment is maintained by 
particle collisions. This problem has since been complicated by the obser
vation that some Uranian rings have small inclinations, and by a possible 
relationship between a ring's eccentricity and its inclination (French et al. 
1982). Node alignment is easily accommodated by the self-gravitational 
model (Borderies et al. 1982a; Yoder 1983), but at present there is 
no theory to account for the putative relation between eccentricity and in
clination. In Sec. III, I also discuss how recent developments of the 
shepherding-satellite model of Goldreich and Tremaine account for the 
existence of rings with very sharp edges. 

In the horseshoe-orbit model (Sec. IV), confinement is achieved by the 
gravitational action of a satellite embedded in the ring; this satellite also acts 
as a source of ring particles. The dynamics of this problem are of particular 
interest when the satellite/planet mass ratio, m/M, is very small (m/M)i<<l, 
for only then are the horseshoe-orbit solutions of the equations of motion 
dominant. I discuss the stability of this type of orbit and the formation of 
coorbital satellites. A question of interest here is the complete absence of 
coorbital satellites in the Jovian system, in contrast to their relative abun
dance around Saturn. 

The most important recent review to emphasize the dynamics of narrow 
rings is by Goldreich and Tremaine (1982). Other reviews include those of Ip 
(1980a, b ), Dermott (1981a) and Brahic (1982). 

I.PROBLEMS 

A. Observations. 

The models described in this chapter were inspired by the discovery of 
the rings of Uranus (Elliot 1977, 1979), so it is appropriate that I describe 
these rings first. Here I emphasize only those features which constrain the 
models; for a more complete description of the Uranian rings see the chapter 
by Elliot and Nicholson in this book. 

All the radii of the nine Uranian rings lie in a comparatively narrow range 
of radial width < 10,000 km. The innermost ring is 16,000 km above the 
planet and the outermost ring is 78,000 km lower than the orbit of Miranda. 
The rings are very narrow and optically thick (optical depths T :E= 1). In fact, 
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only three of the rings have been fully resolved. These have been found to 
have nonuniform widths. The width of the E Ring (the outermost one) in
creases from 21 km at pericenter to 96 km at apocenter and has a mean nor
mal optical depth T = 1 at its widest point; the optical depth at the narrowest 
point is too high to be measured reliably. The width of the a Ring increases 
from 5 km at pericenter to IO km at apocenter and the corresponding range of 
T is 1.4 to 0. 7. The figures for the {3 Ring are similar; the range in width is 
5 to 11 km and the corresponding range in Tis - 1.5 to 0.35. All the other 
rings except the YJ Ring have widths < 4 km (see chapter by Elliot and 
Nicholson; also Nicholson et al. 1982). 

The edges of some of the rings are remarkably sharp; witness the Fresnel 
diffraction spikes exhibited by, for example, the 'Y Ring. The Voyager 2 
photopolarimeter occulation profiles (Lane et al. 1982) have revealed that the 
outer edge of Saturn's A Ring, located at the 7:6 resonance with the larger 
coorbital satellite (1980Sl), is sharp on a distance scale < 1 km. The outer 
edge of Saturn's B Ring, at the 2: 1 resonance with Mimas, is comparably 
sharp. In Sec. III, I discuss the role of resonance in the formation of these 
sharp edges (Borderies et al. 1982b). The Uranian rings are very dark and 
particulate (gaseous rings [Van Flandern 1979] can be discounted for the 
reasons given by Fanale et al. [1980), Gradie [1980) and Hunten [1980]). 
There appears to be very little material between the rings (Matthews et al. 
1982). 

Most of the resolved rings show some structure. That of the e Ring has 
been described as undulating and appears to be stable, i.e., time independent. 
Near apoapse, the optical depth of the a Ring is a minimum near its center: the 
so-called "double-dip" structure (see chapter by Elliot and Nicholson). A 
similar structure is displayed by the narrow ring in Saturn's C Ring at 1.29 
Saturn radii (Rs) (Sandel et al. 1982) and by the narrow, optically thick spike 
discovered by the Voyager 2 PPS in Saturn's F Ring (Lane et al. 1982). The 
Uranian T/ Ring is broad (width= 50 km) and diffuse with a sharp, unresolved 
spike at its inner edge, just inside a region of low optical depth (see Fig. 6 in 
chapter by Elliot and Nicholson). The 8 Ring also shows a broad section of 
diffuse material. 

That the rings may be eccentric was suggested by Elliot et al. (1977), 
developed by Lucke (1978), and proved by Nicholson et al. (1978) who 
discovered the linear relation between the radii and the radial widths of sec
tions of the e Ring (see Sec. III). All the Uranian rings, with the possible 
exceptions of the T/ and e Rings, are now known to be both eccentric and 
inclined to the equatorial plane of the planet (French et al. 1982). It also 
appears that all the rings except the E Ring have e = sin i (to within a factor 
< 5), where e is eccentricity and i inclination, and that both e and i increase 
with decreasing semimajor axis a (see Fig. 14 of Elliot and Nicholson, in this 
book). If this relation has some physical significance, then the rate of increase 
of e with decreasing a is so marked that the inner boundary of the ring system 
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may be that region where 2ae would be comparable with the mean ring 
separation; this would occur ata = 38,000 km. 

Most of the structure observed in Saturn's rings is probably due to either 
diffusion instabilities (Lin and Bod~nheimer 1981; Lukkari 1981; Ward 1981) 
or spiral density waves (Goldreich and Tremaine 1978b; Cuzzi et al. 1981). 
However, in almost every case where clear gaps appear in the rings, eccentric 
ringlets are found (Smith et al. 1981, 1982; Stone and Miner 1982; Lane et al. 
1982). Narrow eccentric rings exist at 1.29 Rs (associated with the Titan 
apsidal resonance [Porco et al. 1982)), at 1.45 Rs, and at 1.95 Rs. The latter 
is just outside the 2:1 Mimas resonance, but appears to be a Keplerian 
ellipse precessing under the influence of Saturn's oblateness (Smith et al. 
1982). In each case, like the eccentric Uranian rings, these rings are widest 
at apocenter and narrowest at pericenter. 

At least two narrow discontinuous rings, or arcs, exist within the Encke 
Division near 2.21 Rs. Two separate rings were seen in the Voyager 1 images, 
whereas the Voyager 2 images of the gap each show only one ring, but in 
different images these arcs appear at more than one radial location suggesting 
that the ring or rings may be discontinuous. Both arcs show large azimuthal 
variations in brightness on a length scale of 3000 km, and one arc shows kinks 
or waves tens of km in amplitude (peak to peak) and 1000 km apart (Smith et 
al. 1982; chapter by Cuzzi et al.). 

The strangest narrow ring in the solar system is undoubtedly the F Ring of 
Saturn discovered by Pioneer 11 (Gehrels et al. 1980). Voyager 1 images of 
this ring revealed "braids," regions where the ring is split into two separate 
components (see Fig. 2), clumps, kinks, and large azimuthal variations in 
brightness (Smith et al. 1981). Braiding was also seen by Voyager 2, but only 
in one image (Fig. 3) (Smith et al. 1982). The braids or loops have lengths 
between 7000 and 10,000 km; the initial report of a length of 700 km (Smith et 
al. 1981) was a mistake (Smith et al. 1982). The spacing of the clumps is 
similar, but ranges from 5000 to 13,000 km (Smith et al. 1982). These clumps 
appear fuzzy on most images, but at least one clump is sharply defined and 
may be a small satellite embedded in the ring (Smith et al. 1982). The widths 
of the loops shown in the Voyager 1 images are between 30 and 40 km (Smith 
etal. 1981, 1982). 

In the Voyager 2 images, the F Ring appeared 500 km wide and consisted 
of one bright component and at least four faint components. The Voyager 2 
PPS detected a ring of width about 60 km with a sharp, 1 km wide, optically 
thick (T = I) component (Lane et al. 1982). 

B. Confinement. 

Interparticle collisions, Poynting-Robertson light drag and plasma drag 
cause an unconstrained narrow ring to gradually spread (Goldreich and 
Tremaine 1979a, 1982). Brahic (1977) has shown that a narrow ring of 
uniform surface density, mass mr, mean radius rand width W (<<r) has an 
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Fig. 2. Three separate components of Saturn's F Ring, seen in a Voyager I image. Two 
prominent bright strands appear twisted and kinked, giving a braided appearance to the ring; 
the fainter innermost strand largely lacks such nonuniformities. (Image courtesy of JPL/ 
NASA.) 

energy E (at fixed angular momentum) that varies with Was 

GMmrW2 

E = - --32-r__,3-- + constant, (1) 

where M is the mass of the planet and G the gravitational constant. Thus E is 
a maximum when W is a minimum, and any loss of energy will result in 
spreading on a timescale td given by 

(2) 

where n = (GM/r3)½ is the mean angular velocity of the ring. On the micro
scopic scale, we can relate E to the particle collision frequency we by 
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Fig. 3. The only Voyager 2 image of the F Ring that shows braiding. (Image courtesy of 
JPL/NASA.) 

(3) 

where v is the one-dimensional random velocity and e is the coefficient of 
restitution of the particles (Goldreich and Tremaine 1982). An alternative 
approach is to treat the ring as a differentially rotating fluid of density p in 
which a shear stress 

dO 
S =pvr -

dr 
(4) 

generates a torque which transfers angular momentum with direction and rate 
determined by the angular velocity gradient dO/dr (Safronov 1969; Lynden
Bell and Pringle 1974). E is then the work done by the torque. For effective 
kinematic viscosity v we have 
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v2 0.46-r 
11 = o l+T2 

(5) 

(Cook and Franklin 1964; Goldreich and Tremaine 1978a). Both approaches 
yield the result that td is comparable to the time a particle needs to random 
walk across the ring (Brahic 1977; Goldreich and Tremaine 1978a), 

(6) 

where d is the characteristic radius of the particles. For discussion of the 
meaning of "characteristic" see Henon (1981, 1983), Goldreich and Tremaine 
(1982), and the chapter by Weidenschilling et al. For rings located at about 2 
planetary radii, 

(7) 

Poynting-Robertson light drag causes the orbit of a particle of density Pr 
and radius d, moving in a circular orbit about a planet of mean orbital radius 
ap, to decay on a time scale 

(8) 

where L 0 is the solar luminosity, c is the velocity of light, i is the inclination 
of the particle orbit relative to the ecliptic and 

Qpr = Qabs + Qsca (1-<cosa>) (9) 

where Q abs is the absorption coefficient (1 for a perfect absorber), Q sea is the 
scattering coefficient, and a is the scattering angle (Burns et al. 1979); see 
also the chapter by Mignard. The orbits of particles of different sizes will 
decay at different rates and, despite the effects of collisions which will aver
age out the decay rates, if the surface density of the ring is not radially 
uniform, then we must expect a narrow ring to broaden on a time scale 

fspread = fpr (W/r) . (10) 

For the Uranian rings 

!spread= 2 X 10' Wd yr, (11) 

where W is in km and d is in cm. Since td increases and t spread decreases if d 
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decreases, and vice versa if d increases, it follows that regardless of particle 
size narrow rings could not remain narrow for more than about 101 yr. There
fore, if the observed narrow rings are not young, then they must be confined 
(Goldreich and Tremaine 1979a). 

If a planet has a magnetic field which maintains a corotating magneto
sphere, and recent observations of auroral hydrogen Lyman-a emission 
(Clarke 1982) indicate that this is the case for Uranus as well as Saturn, then 
absorption of this plasma by the ring particles leads to orbital decay on a 
timescale 

t = p 

n 
(12) 

where !lv is the angular velocity of the planet and Pv is the plasma density 
(Burns et al. 1980). Since the planet is the source of the angular momentum, 
then plasma drag, like tidal drag, acts to push the particles away from the 
synchronous orbit (see chapter by Griin et al.). For the F Ring of Saturn 

t v = 3 X 101d yr, (13) 

where dis in cm. However, since the F Ring partially clears out its flux tubes, 
the above estimate is a lower limit (Goldreich and Tremaine 1982). 

C. Corotational Resonance. 

Shortly after the discovery of the narrow Uranian rings, it was suggested 
that the observed occultations may have been produced by arcs of particles 
librating in stable, corotational resonances (Dermott and Gold 1977). The 
dynamics are illustrated in Fig. 4 (see also Greenberg 1984 and the chapter by 
Franklin et al.). In a resonance of the type shown, we have 

(p+q)ll.'-pll.-qw' = <I> (14) 

where A and 11.' are, respectively, the mean longitudes of a particle and of the 
perturbing satellite, w' is the pericenter of the perturbing satellite's eccentric 
orbit, and p and q are integers. In the stable configuration <f, librates (i.e. 
oscillates) about 1T; if q = I (first-order resonance), then all conjunctions of the 
satellite and the particle take place near the apocenter of the satellite's orbit. 
Thus, the existence of the resonance guarantees that the separation of particle 
and satellite at conjunction is close to a maximum. (If q=2 (second-order 
resonance), then only every other conjunction takes place near apocenter, and 
so forth.) Resonances can involve the motions of nodes or even combina
tions of the motions of nodes and of pericenters, but these more complex 
cases are not discussed here (see chapters by Franklin et al., and by Shu; also 
Greenberg 1984). 
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• PLANET 

path of perturbing 
satellite 

Fig. 4. Libration of particles in a corotation resonance about a longitude which is stationary in 
a frame corotating with the pattern speed of the perturbing potential. In this frame, the path 
of the perturbing satellite is closed and stationary. The example shown here is the 3:2 (= 
n/n ') resonance. Points marked on the path of the perturbing satellite denote positions at 
equal time intervals. The motion of the perturbing satellite in this frame is slow near the 
points marked Q, and Q,. 

Differentiating Eq. (14) with respect to time and rearranging, we obtain 

n'-w' 
n-W' 

p 

p+q 
(15) 

Thus, the mean motions relative to the motion of the pericenter are exactly 
commensurate. It follows that, in a frame rotating with the mean motion n of 
the particle, the path of the perturbing satellite is closed (see Fig. 4). The 
gravitational influence of the perturbing satellite on the orbit of the particle 
can now be modeled by spreading the mass of the satellite along its closed 
path in such a way that the line density at any one point is proportional to the 
time spent in that part of the path. In Fig. 4, the positions of the satellite are 
marked at equal time intervals; thus the spacing of these marks is a measure of 
the line density. The line density distribution represents the disturbing poten
tial, and we can say that in a corotational resonance the resonant particle 
corotates with the pattern speed of the disturbing potential. The example 
shown in the 3:2 resonance ( Ip +q ]Ip= 3/2), for which the line density is a 
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maximum at the points marked Q, and Q 2 • Different values of p and q give rise 
to different distributions of mass, but in all cases, if the orbital eccentricity of 
the satellite is not zero, then the line density distribution is not uniform. It is 
this azimuthal nonuniformity which gives rise to the forces that stabilize the 
resonance. Consider a particle displaced from the equilibrium point. If the 
particle is displaced towards the planet, then its mean motion will be greater 
than the resonant mean motion n and, as shown in Fig. 4, it will drift in the 
prograde sense. The force on the particle due to the mass distribution at Q, 
will then have a greater effect than that at Q 2 , and will act to increase the 
angular momentum of the particle. But, since mean motion decreases with 
increasing angular momentum, the net effect of the force is to reverse the 
sense of drift. Thus, a displaced particle can librate about a longitude that is 
fixed in the rotating reference frame. Particles moving in nested librating 
paths (see Fig. 4) will form a compact arc of particles, that is, a narrow 
discontinuous ring (Dermott and Gold 1977). 

Particle arcs associated with corotational resonances have some inter
esting properties. Weak external drag forces, such as Poynting-Robertson 
light drag, do not necessarily destroy their stability; the perturbing satellite 
can supply the angular momentum removed by the drag force in such a way 
that the exact resonance is maintained, and the equilibrium longitude in the 
rotating reference frame is merely displaced (Goldreich 1965). Internal dissi
pation due to particle collisions still leads to ring spreading, but, since for 
small displacements the libration period is independent of the libration 
amplitude, the shear forces and the net angular momentum flow rates due to 
particle collisions are very much less than in an unconstrained ring of similar 
proportions (Dermott et al. 1983). 

The weakness of this ring model is that for most resonances the arcs are 
very narrow (Aksnes 1977; Goldreich and Nicholson 1977). The maximum 
width W of an arc of librating particles is determined by the strength of the 
average perturbing force and is given by 

(16) 

where a is the semimajor axis of the ring particles, and R is the term in the 
expansion of the disturbing function associated with the resonant argument 
(Goldreich and Nicholson 1977; Dermott and Murray 1983). For two-body 
resonances of the type described by Eq. (14), 

alRI af(a)m'e'q 
--------
GM M 

(17) 

where the primed quantities refer to the perturbing satellite and a = ala'. 
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TABLE I 

Arc Widths of Corotational Resonances 

a w 
(Planetary 

Satellite m'IM e p+q:p Radii) af(a) (km) 

Mimas 7 10-- 0.0201 2:1 l.95 0.750 18 
5:3 2.20 2.329 5 

1980S1 810-• 0.0070 5:4 2.17 3.145 8 
6:5 2.23 3.946 9 
7:6 2.27 4.747 10 

Miranda 10-!' 0.012 4:1 l.97 0.097 0.1 

Values of af(a) and W for a few of the corotational resonances in Saturn's 
rings near Encke 's Gap are given in Table I. The arcs associated with these 
particular resonances are wide and should give rise to observable phenomena. 
However, the two-body resonances in the region of the Uranian rings are 
high-order resonances (q > 3), so the perturbing forces are weak and the arcs 
are narrow (W < 1 km). Three-body corotational resonances involving two 
satellites of masses m 1 and m 2 and a ring particle are also possible, but, since 
IR I rr.m,m 2 /M2, these resonances tend to be even weaker (Aksnes 1977; 
Goldreich and Nicholson 1977). 

The corotational resonance model is a viable ring model in that it can 
account for narrow discontinuous arcs of confined particles which are to some 
extent stable against the disruptive effects of Poynting-Robertson light drag 
and interparticle collisions. However, it was soon realized that the model 
could not account for the widths of the Uranian rings, and other models 
were sought. We now know that the Uranian rings are not discontinuous 
arcs, but arcs associated with known satellites should exist in the Saturnian 
ring system. 

II. SHEPHERDING SATELLITES 

A. Shepherd Dynamics. 

The dynamics of the shepherding satellite model of Goldreich and 
Tremaine (1979a) are not easily described in a few lines. The impulse approx
imation of Lin and Papaloizou (1979), the usual simple approach, has 
been rejected by Henon (1983). There is also the problem of explaining 
the role of dissipation, since an eccentricity damping term is curiously 
absent from the "standard formula" (Eq. 25) for the torque (Henon 1983; 
Greenberg 1983). 
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Fig. 5. Schematic diagram showing the action of the shepherding satellites. Arrows on the ring 
particle paths show the direction of motion of the particles with respect to the perturbing 
satellite. For clarity I assume here that the outer strand of particles is perturbed only by the 
outer satellite; in fact both satellites sometimes act on the same particles at the same time, 
and at all times each satellite acts on all the strands. At conjunction, a satellite changes the 
eccentricity and the semimajor axis of each ring particle. Eccentricity damping by particle 
collisions results in a further change in the semimajor axis, but this change is negligible in 

comparison with that produced by the satellite interaction. 

A qualitative description of the mechanism is given in Fig. 5. On en
counter with a nearby satellite, a ring particle briefly experiences an attractive 
force in the direction of the satellite. For a particle initially moving in a 
circular orbit, this causes the excitation of a small eccentricity e and a change 
8a in its semimajor axis in such a direction that the particle appears to have 
been repelled by the satellite. The change 8h in the angular momentum h of 
the particle is given by 

(18) 

However, even though we usually have ea>>&, &la>>e 2 (see Eq. 21) and 
8h is effectively determined by & alone. But, paradoxically, &la, which is 
of second order in m '/M, can be calculated from e, which is of first order in 
m '/M, using the Jacobi integral for the circular restricted three-body problem, 
or equivalently Tisserand 's relation: 

a' ( a )½ ½ 
~ + 2 ~ (l -e2

) = C + t9 (m '/M) (19) 

where C is a constant (Goldreich and Tremaine 1982). Substituting 
Lla = a -a' into Eq. (19) and expanding binomially, we obtain (Dermott 
and Murray 1981a) 

3 Lla 2 

( n ) 2 - -- -e =c-3 
4 a' n 

(20) 

where the subscript n refers to values after the nth encounter with the perturb-
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ing satellite. Thus, an increase in e always produces an increase in the separa
tion Ida I of the semimajor axes of the ring particle and the satellite. 

For the configuration shown in Fig. 5, & = da 1 - da 0 , and substitution 
into Eq. (20) yields 

(21) 

e can be estimated from Gauss's form of the perturbation equation: 

de 1 
-d = - (D sinf + 2T cos!) 

t na 
(22) 

where D and T are the radial and tangential forces (per unit mass) on the 
particle due to the satellite, and f is the particle's true anomaly. If we neglect 
T and assume that a radial force Gm'/aa: acts for a time 2da0 /Ua (as 
in the impulse approximation), where U = 3ndaj2a is the relative angular 
velocity of the particle and the satellite, and that during this brief interval 
(0.2P where P is the orbital period of the particle), the particle is always 
close to quadrature and sinf=l, then we obtain 

4 m' a , 2 

e = 3 M( da 0 ) 
(23) 

(cf. Lin and Papaloizou 1979). A more accurate calculation by Julian and 
Toomre (1966) shows that the coefficient in this equation is 2.24 rather than 
4/3. That our approximation underestimates the coefficient is partly due to 
neglecting the tangential force. Although the sign of T changes during the 
encounter, the sign of cos f also changes and < T cos f > is actually far from 
negligible. 

To calculate the mean torque f exerted on the ring, we must now make an 
assumption about the effects of repeated encounters between a ring particle 
and a satellite. In Fig. 5 I assume that collisions between the ring particles act 
to damp the excited eccentricity, and that at the next encounter with the same 
satellite the particle is again moving in a circular orbit and experiences the 
same exchange of angular momentum 8h. Since the time between encounters 
is 2-rr/U, Eqs. (18), (21) and (23) (with coefficient 2.24 rather than 4/3) yield 

(24) 

Gm' 2 

= 0.399 ( naa: ) mr . (25) 
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In this case, a damping factor does not appear in the equation for the torque 
because it is assumed that between encounters the excited eccentricity is 
totally damped. 

At the other extreme, if the excited eccentricity is completely undamped, 
then the evolution of da due to repeated encounters is described by the Jacobi 
integral, or more approximately by Eq. (20). Using first-order perturbation 
theory it can be shown that e does not increase indefinitely but merely oscil
lates about some mean, and it follows from this and Eq. (20) that to second
order in m '/M, in accord with Poisson's theorem on the invariability of 
semimajor axes, da must also oscillate about some mean and that the torque 
on average is zero. 

Between these two extremes, we must expect the torque to depend on the 
rate of eccentricity damping. The following argument makes it clear that this 
is the case. The existence of a torque f implies that work is performed and 
that the total mechanical energy E of the system decreases, i.e., is dissipated 
as heat, at a rate 

t = - ur. 

If dE is the energy dissipated in the time 21r/U between encounters, then 

dE = 21rf 

and, from Eqs. (18), (21), and (23), we have 

(26) 

(27) 

(28) 

That is, dE may be thought of as the kinetic energy associated with the radial 
or eccentric motion of the ring particles. The magnitude of the torque is 
related to the rate at which this energy is dissipated. 

B. Wave Formation. 

In a frame corotating with the perturbing satellite, all particles initially 
moving in circular orbits must follow identical paths after encounter. It fol
lows that each satellite generates a standing wave of amplitude A = ea and 
wavelength 

au 
e = -- = 3mla 

n/21r • 
(29) 

(see Fig. 5). In the inertial frame, each particle moves in an independent 
Keplerian ellipse, but the pericenters of these elliptical orbits and the phases 
of the particles on the orbits are such that the locus of the particles is a 
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sinusoidal wave that moves through the ring with the angular velocity of the 
perturbing satellite (Dermott 198 lb). For the F Ring of Saturn 

(30) 

where .::la0 is in km, and 

t = 9.4 Lla0 • (31) 

Just as the Moon is attracted by the tidal wave that it raises on the Earth, 
the satellite is attracted by the tidal wave that it raises on the ring, and 
the calculation of this force gives us another way of estimating the torque r. 
For heuristic purposes, the ring particles are shown in Fig. 6 as unperturbed 
(x=0) before encounter (y<0), and with a displacement 

x = ea sin(21ryl t ) 

after encounter (y >0). The torque can easily be shown to be 

3/ Gm' 2 

r = 2.24 27T ( naa: ) mr 

(cf. Eq. 25), where 

f:x, (y!Lla0 ) sin (2y/3.::la0 ) d (y/.::la0 ) 

I= [1 + (y/.::la0 ) 2 ]i 
1 
6 . 

0 

(32) 

(33) 

(34) 

Thus, in this approximation the coefficient in Eq. (33) is 0.18 rather than 
0.399. This discrepancy is due to my oversimplified representation of the 
particle path. The wave is only truly sinusoidal wheny is large(>> t ). Also, 
the phase of the wave in Fig. 6 is not an accurate representation of the true 
phase, but the basic physics is correct. Note that the mean torque is finite only 
if the wave maintains a constant phase with respect to the satellite. For this 
reason, a satellite only interacts with its own wave; the waves raised by other 
satellites have no direct effect, although effects may arise if the eccentricity 
damping mechanism is nonlinear. 

C. Lindblad Resonance. 
In any narrow section of a ring, the perturbations of the ring particle 

orbits are highly coherent, and, although particle collisions will act to damp 
the waves, the process may be slow. For this reason, the magnitude of the 
torque given by Eq. (25) may in some circumstances be an overestimate. If 
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X 

Outer Satellite 

Fig. 6. The tidal torque estimated from the force on the satellite due to the wave. The integral 
(Eq. 34) is dominated by contributions from those particles with lyl< ! /2. Since d'<d, 
those particles with y >0 exert a greater force on the satellite than corresponding unperturbed 
particles with y <0. Thus, the resultant force accelerates the motion of the satellite and 
retards the motion of the ring particles. The arrow on the wave shows the direction of motion 
of the ring particles with respect to the outer perturbing satellite. 

the waves survive from one encounter to the next, then we must consider the 
possibility of resonance (see chapter by Franklin et al.). This will occur 
wherever the local ring circumference is an integral number of wavelengths, 
that is, wherever 

2nal 1 = p+ l (35) 

where p is an integer 3 0. Consecutive perturbations will then be in phase and 
a wave with amplitude significantly > A may result. 

The approximate resonance condition can also be written 

n' p p+q 
-=--or--, 
n p+q p 

(36) 

depending on whether the perturbing satellite is outside or inside the ring, 
respectively. For a satellite outside the ring (n' < n) the exact resonance con
dition is 

pn-(p+q) n'+q,W= 0 (37) 

where w is the pericenter of the ring particle orbit. For Lindblad resonance, 
the order of the resonance q must be unity. (There are also Lindblad reso
nances with terms in ill', but those are not discussed here; see Greenberg 1984 
and chapters by Franklin et al., and by Shu.) If the particle is locked in 
resonance and the forced eccentricity is small, then the pericenters of the ring 
particle orbits are not aligned; rather, w, W, and the mean longitude or phase 
of each particle are such that conjunctions of the particle and the satellite 
always occur at an apse of the particle's orbit. The magnitude of the forced 
eccentricity, in the absence of damping, is given by 
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Fig. 7. Ring particle paths in a frame corotating with the perturbing satellite, illustrating the 
dynamics of Lindblad resonance. Resonant gravitational interactions at radii in the ring 
where the ratio of the satellite and ring particle mean motions are close top I (p + I), where p 
is an integer, generate a system of waves which are stationary in the rotating frame. The 
waves on opposite sides of the exact resonance have a phase difference of 180°; the re
sultant wave pattern consists of p + I equally spaced loops. The variations of surface den
sity associated with this pattern can act on the other ring particles to excite a spiral 
density wave (see Fig. Ii). (Figure copyright of Nature, MacMillan Journals Ltd.) 
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Fig. 8. Path of a particle in a reference frame rotating with the perturbing satellite. The par
ticle is trapped in a 3:1 resonance for which (p+q)n'-pn-qiiJ=O, p=l, and q=2. In this 
frame, all paths for which qef= I are self-intersecting. Thus, in a densely populated ring of 
particles, Lindblad resonances for which q 4c l cannot be established. 

e = 1-l (m'/M)f(p)n I 
2 (p + 1 ) n' - pn 

(38) 

(Greenberg 1973). Thus e increases markedly as the exact resonance is ap
proached. At the exact resonance, the phase of the response changes by 180°. 
Similar behavior is observed in any driven harmonic oscillator. For particles 
outside the exact resonance, conjunction always occurs at apocenter, whereas 
for particles inside the exact resonance, conjunction always occurs at peri
center. Thus, the satellite excites a wave pattern of p + I equally spaced loops 
which corotate with the perturbing satellite (see Fig. 7). 

The particle path pattern shown in Fig. 7 is one of streamline flow for 
which interparticle collisions are a minimum. Such nonintersecting nested 
paths are possible only if q = I and every conjunction takes place at the same 
point in the orbit. If q >I, then, no matter how small the forced eccentricity, 
each particle path always intersects itself (see Fig. 8). Obviously, in a densely 
populated ring of particles, resonant orbits that intersect can neither be estab
lished nor maintained. 

Even if q =I, then, because of the phase change at exact resonance, orbits 
close enough to exact resonance can still intersect. In Fig. 7, these orbits have 
been eliminated. The edges of the empty loops are then defined by those orbits 
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Fig. 9. Particle paths displaced Ba(=W/4) from exact resonance. Since ea Ba and 

e = 0.546(m/M)/(8a/a), we have W = 2.96 (m/M)ia. 

that are displaced from exact resonance by a distance 8a, such that the 
resultant forced eccentricity is Bala (see Fig. 9). If pis large, then 

(m'/M) 
e = 0.546 - 8-a-!a-

ande isindependentofp. Hence, since ea= 8a, 

and 

(m'/M) 
0.546 --- = 8a 

8ala 2 

W = 48a = 2.96 (m'/M) ½a. 

(39) 

(40) 

(41) 

Thus, W is approximately the same for all first-order resonances. Approxi
mate values of these loop widths for Lindblad resonances in Saturn's rings are 
given in Table II. If ea = 8a, then 

d(ea) 

dl8al 
= - 1 (42) 

and where the loop width is a maximum the streamlines converge on common 
points. This occurs at apocenter or pericenter, depending on whether the 
particle orbits are outside or inside exact resonance. The finite size of the ring 
particles would prevent such close packing of the particles from occurring, 
and thus the above value for W should be regarded as an underestimate. 

The particle path pattern shown in Fig. 7 represents the undamped con
figuration. The lag angle between the equilibrium, or steady-state, tide and 
the tide-raising satellite is zero and there is no torque. Any dissipation of the 
energy stored in the tidal wave due to interparticle collisions results in a lag in 
the tidal response of the ring. The resultant torque is proportional to the 
magnitude of that lag. Figure IO is a schematic representation of the config
uration at the outer edge of the Saturnian B Ring, which is just inside the 2:1 
resonance with Mimas. 
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TABLE II 

Loop Widths of Lindblad Resonances 

wa 
Satellite m'/M (km) 

Mimas 7 X 10-" 94 

1980Sl 8 X 10-• 32 

1980S3 10-· 11 

1980S26 6 X 10-•• 9 

1980S27 10-• II 

1980S28 2 X 10-11 2 

•we assume thatp is large and that a = 2 planetary radii. 

D. Spiral Density Waves. 
If a ring has sufficiently high surface density, then the azimuthal variation 

of the gravitational potential associated with the p + 1 loops at a Lindblad 
resonance can act on the orbits of the other ring particles, to generate a spiral 
density wave with p+ 1 arms. The theory of this important ring phe
nomenon has been described in great detail by Goldreich and Tremaine 
(1978b,c, 1979c, 1980, 1981, 1982) and is reviewed in the chapter by Shu. 
Here, I content myself with a few qualitative remarks. 

Outside the region of exact resonance, the particle paths in a frame 
corotating with the perturbing satellite are closed and contain the same 
number of waves. However, each closed path is displaced azimuthally with 
respect to its neighbor, and it follows from geometrical considerations that a 
spiral density wave must result (see Figs. 11 and 12). The whole pattern is 
stationary in the corotating reference frame. Thus, the gravitational potential 
associated with the spiral arms acts on the ring particles with the same fre
quency as the disturbing potential, and the pattern is self-enhancing. 

The magnitude of the torque that now arises from the force between the 
satellite and the spiral arms is still determined by the rate of energy dissipa
tion, but this energy is now dissipated at locations well-removed from the 
exact resonance. This process has been well described by Harris and Ward 
(1982) who compare the spiral density waves with "water waves [that] propa
gate away and leave the site of the original disturbance calm ... ready for the 
next impulse. '' Consistent with this view, detailed calculations by Goldreich 
and Tremaine (1978b ,c, 1979c) show that the magnitude of the torque is given 
by Eq. (25), that is, by the formula for waves in very narrow rings in which 
the wave energy is completely dissipated between impluses. 
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Fig. 10. Particle paths (streamlines) near the 2:1 Lindblad resonance associated with Mimas 
(located at the outer edge of the Satumian B Ring). The radial arrows show the direction of 
angular momentum flow, determined by the local angular velocity gradient. Streamline #3 
is critical, having two azimuthal positions (marked with dots) where the angular velocity 
gradient is zero. Streamline #4 has a limited azimuthal domain in which angular momentum 
flows inward. For streamline #5, the outward angular momentum flow between A and B 
and between C and D is exactly balanced by the inward flow between B and C and between 
D and A, and the net flow across the streamline is zero. According to Borderies et al. 
(1982b), this streamline marks the ring boundary; they have shown that such boundaries can 
be remarkably sharp. (Figure by P. Goldreich, personal communication.) 

For an inner Lindblad resonance, for which (according to Eq. 37) the 
perturbing satellite is outside the ring and n/n '=(p + 1 )/p, the spiral density 
wave is only present outside the resonance and the torque on the ring is 
negative. The density wave carries negative energy and angular momentum 
and propagates towards the satellites. This wave is damped by particle colli
sions, and those particles involved in the damping lose energy and angular 
momentum and move inwards towards the planet and away from the perturb
ing satellite. Consequently, just outside the exact resonance a broad gap may 
open up (Goldreich and Tremaine 1978b, 1982). Gaps and density waves 
associated with inner Lindblad resonances have been observed in Saturn's 
rings (Cuzzi et al. 1981). For an outer Lindblad resonance, for which the 
perturbing satellite is inside the ring and nln '= p/(p + l), the torque on the 
ring is positive and damping of the density waves causes the particles to move 
away from the planet and away from the perturbing satellite. In both cases, the 
perturbing satellite acts to repel the ring particles. 
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Fig. 11. Schematic diagram of the particle path pattern and the associated trailing spiral density 
wave generated by the p = I Lindblad resonance. The pattern is stationary in a frame co
rotating with the perturbing satellite. 

Ring particles trapped in a corotational resonance form a compact arc of 
particles (see Fig. 4), and the azimuthal variation of the gravitational potential 
associated with this arc can also act on the other ring particles to generate a 
spiral density wave (Goldreich and Tremaine 1979c,1982). Unlike Lindblad 
resonances, corotational resonances are not confined to first-order (q = 1) 
resonances, so the number of possible resonant locations in a ring can be 
large. However, the width of a corotational arc is less than the width of a 
Lindblad loop by a factor ~e'qtz (see Eqs. 16, 17, and 41) and, since the 
eccentricities of satellites in the solar system tend to be small, the gravitational 
influence of a corotational resonance tends to be less than that of a Lindblad 
resonance. 

E. Goldreich-Tremaine Model. 

If a wide, diffuse ring is bounded by two satellites, then the repulsive 
action of the satellites will reduce the ring width until the confining torques 
just counteract the tendency for the ring to spread (Goldreich and Tremaine 
1979a). (This shepherding action will not occur if the motion of the ring 
particles is retrograde with respect to that of the satellites. In that case, the two 
torques would act on the ring in the same sense and the space between the 
satellites would be swept clear of particles.) 

In equilibrium, the net external torque on the ring is zero. Hence, from 
Eq. (25) 
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Fig. 12. Schematic diagram of the particle path pattern and the associated trailing spiral density 
wave generated by thep=4 Lindblad resonance. If the ratio of the resonant mean motions is 
p/(p + I), thenp + 1 spiral arms are generated. 

mout min 

Aa~ut = Aa1n 
(43) 

where the subscripts 'out' and 'in· refer to the outer and inner satellites 
respectively. It follows from Eq. (23) that the amplitudes of the two waves 
raised on the ring are equal, although their wavelengths may be quite 
different. 

Collisions between the ring particles generate a torque 

(44) 

where a is the surface density of the ring. This is the magnitude of the torque 
that must be applied to the ring to maintain an equilibrium width W. The 
excess torque on each half of the ring due to variations of satellite torques 
across the ring is of magnitude 

(45) 

where If I is the magnitude of the total torque exerted on the ring by each 
satellite. Equating Eqs. (44) and (45), and assuming for convenience that 
Aaout = Aain = Ao and that v = nd"T, we obtain 
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(46) 

where d is the ''characteristic'' size of the ring particles (Goldreich and 
Tremaine 1979a; see also discussion in chapter by Weidenschilling et al.). 
Plausible shepherd satellites, for example with m/M ~ 10-•• and t::i.a ~ 500 
km, would give the observed width for the Uranian rings, assuming cm-sized 
particles. However, the observed width of Saturn's F Ring is ~500 times that 
given by Eq. (46). Perhaps the problem is that the torque formulae do not 
strictly apply when the orbits are eccentric. Showalter and Burns (1982) argue 
that the F Ring particles are appreciably ''stirred'' at each close encounter 
with the shepherding satellites and that this could account for the excessive 
width of the ring. 

The torque r exerted by the ring on each satellite pushes the satellites 
away from the ring at rates given by 

1 
f=h=Tmnaa. 

The timescale for the rate of change of t::i.a 

!::i.a 5 M" t::i.a)• 
Tsep = y= 4 mmr (-;-

(47) 

(48) 

can be used to place bounds on the surface densities of the rings. Using 
<T = T Prd and Eq. (46), we can eliminatemmr/M2 from Eq. (48) to obtain 

( Pr) (!::i.a)t Tsep = 3 X 1014 T1 -;;: -;- yr (49) 

where Pr and <Tare given in cgs units. If we demand that T sep > 5 X 10" yr, 
then, with cgs units, 

¼ ½ ¾ 
u<200r Pr (!::i.a/a) . (50) 

Thus, for the Uranian rings we must have u<l g cm_., a value which in itself 
is not objectionable. However, Goldreich and Tremaine (1979a,b) consider 
that the apse alignment of the E Ring is maintained by self-gravitation (see 
Sec. III), in which case <T = 25g cm-•. If t::i.a/a=lO-" (and in this argument 
!::i.a should be regarded as the smaller of !::i.a 001 and !::i.a 1n), then their value for 
<T yields Tsep=l01 yr. If this were the case, we would have to conclude 
that the E Ring is very young. 

The easiest way out of this dilemma is to allow that <T is < 1 g cm-• and 
that apse alignment is not maintained by self-gravitation (Dermott and Murray 
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1980); this is discussed further in Sec. III. Goldreich and Tremaine (1979a,b) 
suggest that the guardian satellites may be trapped in corotational resonances 
with the known Uranian satellites. Since the torque exerted by the ring would 
have to increase the angular momentum of all the satellites involved in the 
resonance, Tsep would be larger by a factor 'i?-m*lm, where m* is the sum 
of the masses of the resonant satellites. However, most of the possible 
resonances in the vicinity of the rings are three-body resonances for which 

(51) 

where the subscriptsB and A denote the inner and outer satellites respectively 
(Dermott and Gold 1977; Goldreich and Nicholson 1977; Freedman et al. 
1983). I find that these resonances may be too weak to trap the satellites. 

The equation of motion of the resonant argument <f> is 

(p0 = - W 2 Sin <p + qndrag (52) 

where rictrag is the rate of change of the mean motion of the guardian satellite 
due to the ring torque: 

n a 
-.--=A Tsep · 
nctrag aa 

(53) 

The libration frequency w is related to the width W of the corotation arc (see 
Eq. (16) by 

~= 3W = ( 3alRI )½ 
n 8a GM · 

(54) 

For stability, the sign of 1> must reverse (Goldreich 1965), hence 

(55) 

For the guardian satellites of the Uranian rings, we need 

GM 
Tsep> 5 x 10-•q ( aalRI ) yr. (56) 

If we allow that a = I g cm-", then for resonant trapping we need 
a IR I/GM > 10-'"; there are indeed many 3-body resonances that satisfy this 
requirement (Goldreich and Nicholson 1977). However, if a= 25 g cm-•, as 
is perhaps the case for the E Ring, then Tsep = 107 yr and for resonant trapping 
we need a IRIIGM > 1013• It so happens that there are two, and only two, 
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resonances close to the e Ring that satisfy this requirement. The p = 7 
Miranda-Ariel resonance has a strength = 2 x 10-•3 and the Miranda 4: 1 
resonances have strengths= 10-" (e sin2½ i term) and =6 x 10-•• (e3 term). 
However, these resonances have semimajor axes of 50887 km, 51470 km, and 
51520 km respectively (data and formulae from Freedman et al. 1983). Thus, 
the Miranda-Ariel resonance lies = 100 km outside the pericenter of the 
e Ring at 50782 km, and the Miranda 4:1 resonances lie - 100 km inside 
the apocenter at 51595 km. Unless the pericenters of the satellites and the 
ring orbits are permanently aligned (and this possibility is easily dismissed), 
these resonances cannot be the locations of the guardian satellites. 

I conclude that, unless resonances involving unseen satellites that orbit 
between the rings and Miranda and have masses > 10_. M anchor the guardian 
satellites, we must have u - 1 g cm-•, and that the apse alignment of the 
e Ring is not maintained by self-gravitation. But there is another possibility: 
Eq. (25) may greatly overestimate the magnitude of the ring torque. That 
the actual torques are probably much less than those given by Eq. (25) 
is suggested by the observation (Smith et al. 1981, 1982) that compar
atively massive satellites exist close to the Satumian A Ring. Goldreich and 
Tremaine (1982) estimate that 

Tsep = 1.5 X 10-• u-• R;• ~• yr (57) 

where R. is the satellite radius in cm; .la is now the separation in cm of the 
satellite from the outer edge of the A Ring, and u is in g cm -2. Tsep for 1980S 1 
and 1980S27 may be as small as 7 x 101 and 6 x 10• yr, respectively. The 
orbits of these satellites are well determined, and they are not stabilized by 
any known resonance (Goldreich and Tremaine 1982). In the case of 1980S27, 
if we require T sep > 5 x 10" yr, then < 10 _. of the energy associated with the 
excited eccentricities must be dissipated between encounters. If resonances in 
the A Ring associated with this satellite are strong enough to open gaps, then 
Tsep may be larger, but only by a factor= 4 (Goldreich and Tremaine 1982). 
Perhaps we should consider the possibility that the rings are young. 

F. Kinks, Braids and Eccentric Rings. 

The theory that I have described so far is appropriate for near-circular 
satellite and ring orbits. It may be applicable to some of the Uranian rings, 
but for eccentric rings, particularly the Satumian F Ring, modifications are 
necessary. 

All aspects of the F Ring appear somewhat extreme. The amplitudes A of 
the waves on the ring are = 6 (1000 km/ .la )2 km (see Eq. 30) and thus are 
comparable with the 30 km width of the main ring. For the Uranian rings, 
with plausible values m/M - 10-•• and .la - 500 km, the wave amplitudes are 
probably very much less than the ring widths. 
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Fig. 13. (a) Wave pattern for a satellite-generated wave of length 31r&l, where &l is the mean 
distance of the satellite from the ring particles. There is a small variation in wavelength 
across a ring of finite width. The resultant particle path pattern could lead to the formation 
of shock fronts and, if the ring contains gaps, loops. This could account for some of the 
features seen in the Saturnian F Ring. (b) Radial variation of ring width associated with 
the wave pattern shown in (a). 

For a ring of finite width, there is a variation of wavelength across the 
ring and this can lead to the formation of shocks (see Fig. 13). The shock front 
will form at a distance 

3Aa 2 

y=--
2A 

from the perturbing satellite. For y < 21ra, we require 

Aa <300 ( 
m/M ¼ 
10_, 0 ) km 

for the Uranian rings, and 

m/M t 
Aa < 1400 ( 10_. ) km 

(58) 

(59) 

(60) 

for the F Ring. Thus, in both cases shocks may form between encounters 
with the perturbing satellites. The shocks will have radial widths < A. 
For the Uranian rings this may be very small (<0.1 km), whereas for the 
F Ring the radial width of the shocked region could be far from negligible. 
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Shock fronts are likely sites for the fonnation of temporary particle 
clumps, thus I would expect these to have a mean azimuthal separation of 
one wavelength t. These shocks and the associated variations of ring 
width (see Fig. 13) may also contribute to the marked periodic variations 
in brightness observed in the F Ring and in narrow rings in Encke 's gap 
(Gehrels et al. 1980; Smith et al. 1981, 1982). 

The lines drawn in Fig. 13 represent the boundaries of a narrow ring, but 
they could equally well represent the boundaries of a narrow gap within a 
ring. In that case, near the shock the gap would degenerate into a series of 
loops or braids of width 2W and length t , where W is the unperturbed width 
of the gap. The width of the loops could not exceed 4A (= 24 km for the 
F Ring). The gap would be expunged at the shock and thus would have to 
be regenerated by some agency. A natural suggestion is that small satellites 
(or large particles) exist in the ring. 

The width of the Lindblad loops is 

(61) 

for the Uranian rings, and 

, m/M )! 
W = 13 ( 10-" (62) 

for the F Ring. Thus, we could only expect to observe these loops in the F 
Ring. It was in fact suggested that these loops could account for the braided 
appearance of the ring (Dennott 1981b). However, first-order resonances 
are separated by a distance 

(63) 

For the F Rings = 1 km, which is << W. Thus, even if the F Ring were 
circular the resonant configuration could not be established. For the Uranian 
rings, assuming !:,.a - 500 km, s is large enough that the resonances are 
probably well separated. Borderies et al. (1982b) consider that Lindblad reso
nances define the edge of each narrow ring. This is certainly possible, but for 
some of the narrow rings the interior of the ring may be free of resonances. 
Perhaps s defines the minimum width of a sharp-edged ring. 

If a ring is appreciably eccentric, then there is no direct application of our 
discussion of corotational and Lindblad resonance; the only resonance that 
can exist is an "eccentric" resonance (Goldreich and Tremaine 1981). How
ever, the perturbations can be divided into corotational tenns that perturb the 
mean longitude and Lindblad tenns that perturb the eccentricity. Both tenns 
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act to change the ring eccentricity er- If er<< /:,.a/a, then the resultant time 
scale (erler) is 

2 M ' /:,.a' 
Te=-(-) (-) en ms a 

(64) 

where the subscripts refers to the guardian satellite (Goldreich and Tremaine 
1982). Using Eq. (46) for the ring ·width Wand a- = T Prd to eliminate m.lM 
and /:,.a/a , we obtain 

Te= 8 X IO-' (r/c) (Wprfa-)2 yr (65) 

for the Uranian rings, where quantities on the right are given in cgs units. 
If no gaps are present in the ring, then the corotation terms dominate, 
c = - 0 .148, and the eccentricity damps. If gaps open at the first-order 
resonances in the ring, then the Lindblad terms dominate, c = + 1.52, and 
the eccentricity grows (Goldreich and Tremaine 1981, 1982). Both timescales 
are uncomfortably short. We now know that only the Y/ Ring appears to 
be truly circular (French et al. 1982). 

The perturbation of a narrow, eccentric ring by a nearby satellite has been 
studied numerically by Showalter and Bums (1982). They do not take account 
of interparticle collisions which, particularly in the case of the F Ring, can 
have a major influence on the particle flow patterns even on timescales as 
short as the period between encounters. Nevertheless, their methods are well 
suited for studying the dynamics of encounter, and they have revealed a 
number of interesting phenomena. 

Their satellite-ring configuration is shown in Fig. 14. Only the range of 
variation of the ring-satellite separation is significant. If the eccentricities are 
small, then for a given value of this range the separate eccentricities and 
orientations of the satellite and ring orbits do not matter. The encounter 
dynamics can be accurately modeled by the simplest configuration, that of a 
circular ring and a nearby satellite in an eccentric orbit (Showalter and Bums 
1982). 

There are large, qualitative differences between this case and that of a 
satellite in a circular orbit. At encounter, there is now a large (first-order in 
m/M) change Sa in the semimajor axis of the ring particle orbit. For all 
encounter phases, we estimate that 

ISa I = : a 2e8 I: I + O(m/M)' (66) 

where Se is the forced eccentricity still given by Eq. 23 and e8 is the eccen
tricity of the satellite orbit. However, the actual magnitude and the sign of 
Sa vary systematically with the phase of the encounter. The change in sign of 
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o Outer Satellite 

Fig. 14. Wave pattern for a wave, also of length 3mia, where iia is mean distance of the 
satellite from the ring, generated by a satellite in an eccentric orbit. This wave is not 
sinusoidal. In a frame rotating with the mean motion of the perturbing satellite, the path of 
the satellite is an ellipse with semi major and semiminor axes 2ae and ae, respectively. 

Sa is particularly important, since it follows that there is a tendency 
for gap formation, or at least appreciable azimuthal variations in the particle 
number density on a scale of one wavelength e. These variations could be 
largely responsible for the marked variations in brightness observed in the 
F Ring, although as I have discussed there could be other contributing factors. 

The long-term variations of the eccentricities of narrow rings have been 
studied by Borderies et al. (1983a ). In their model, both the ring and the 
nearby satellite are replaced by one dimensional elliptical wires of line den
sities mrl21ra and m8 /21ra, respectively. The radial force between these wires 
determines the variation of the eccentricity and apse precession rate Wr of the 
ring ( see Sec. III). The relative influence of the satellite and the quadrupole 
moment of the planet] 2 on Wr is determined by the ratio 

211rM (B ) 2 (.:la)" r =- -1 - -
" 2 m 8 

2 a a 
(67) 

where B is the radius of the planet. For the Uranian rings, we can again use 
Eq. (46) to obtain 

(68) 

Thus, for these rings, fe>> 1 and the influence of 1 2 is dominant. However, 
for the inner guardian satellite of the F Ring, f e = 16.8 and there are small but 
appreciable variations in both Wr and er on a timescale of 18 yr (Borderies et 
al. 1983a). 

The configuration of the F Ring and the inner guardian, 1980S27, at the 
time of the Voyager 2 encounter is shown in Fig. 15. The distance of closest 
approach was then = 483 km. The corresponding radial separation .:lr of the 
apocenter and pericenter distances was + 134 ± 142 km, and the separation 
.la of the semimajor axes was 832 ± 30 km (Synott et al. 1983). 1980S27 has 
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Fig. 15. (a) Configuration of the Saturnian F Ring and inner shepherding satellite (1980S27) 
orbits, at the time of Voyager 2 encounter. (b) The ~onfiguration expected in 1993. 

a long semiaxis of 70 km (Smith et al. 1982). Thus, even if the orbital 
elements were to remain constant, the satellite and the ring must periodically 
experience very close encounters. In fact, perturbations by 1980S27 act to 
increase the eccentricity of the F Ring and !:.r is reduced to + 47 ± 142 km 
(Borderies et al. 1983a). Here, the uncertainty in !:.r has been estimated from 
the uncertainties in the orbital elements and no account has been taken of the 
effect of these uncertainties on the variation of the eccentricity. 

The period between close encounters is largely determined by 1 2 and is 
= 18 yr. Taking the figures for !:.rat face value, it would appear that every 18 
yr the satellite may enter the ring. I consider this to be unlikely. Neglecting 
the gravitational field of the satellite, I calculate that the relative velocity of 
the satellite and the ring particles at closest approach is 39 ± 14 ms-'. This is 
comparable with the escape velocity (38 m s-') of the isolated satellite (the 
satellite is close to the Roche limit and so the actual escape velocity will vary 
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with position on the surface of the satellite, and in places will be considerably 
less than this value; see chapter by Weidenschilling et al.). If the satellite and 
the ring orbits intersect, then particles would be swept onto the satellite 
surface intermittently for a period as long as 2 yr, and this catastrophe would 
be repeated every 18 yr. If the satellite has an energy absorbing regolith, then I 
would not expect those particles that impinge on the satellite to survive. 
However, it is probably significant that ll.r is comparable with the satellite 
radius. I would guess that either the mechanism that acts to increase the 
eccentricity of the ring switches off when ar is small, or the ring is eventually 
destroyed. We might ask what is special about the F Ring and its inner 
guardian. The values of m8 /M and fl.ala are not markedly different from those 
values suggested for the Uranian rings (Goldreich and Tremaine 1979a). 
Perhaps the eccentricities of the Uranian rings are limited by close encounters 
with their guardians. 

III. APSE AND NODE ALIGNMENT 

Several types of eccentric rings are now known to exist in the solar 
system. Rings with forced eccentricities associated with Lindblad resonances 
have been found in Saturn's rings (Smith et al. 1981, 1982). If p = 0 in Eq. 
(37), then tiJ = n' and the line of apses rotates with the perturbing satellite. 
The eccentric Saturnian ring at l.29Rs is locked in ap = 0 Lindblad resonance 
with Titan (Porco et al. 1983). In terms of the wave description (see Fig. 7), 
the ring contains a single wave and the resultant shape is an ellipse with Saturn 
at one focus. If p = 1, then the ring contains two waves and the resultant 
shape is a non-Keplerian ellipse centered on the planet (see Figs. 10 and 11 in 
Sec. 11.C). As predicted by Goldreich and Tremaine (1978b), particles in the 
outer edge of the Saturnian B Ring are observed to be locked in a p = 1 
Lindblad resonance with Mimas (Smith et al. 1981, 1982). 

The eccentric Uranian rings, the eccentric Saturnian rings at 1.45 Rs and 
in the Maxwell gap, and the Saturnian F Ring have free eccentricities, and 
their precession rates are largely determined by the dynamical oblateness of 
the planet 1 2 • The rings which are wide enough to be resolved, and whose 
geometry is well determined (the a, /3 and€ Uranian rings and the Saturnian 
rings at 1.29 Rs and 1.45 R8), all have markedly nonuniform widths. In all 
cases, the widths are a minimum at pericenter and a maximum at apocenter 
(see Fig. 16). 

The variation in width of these rings implies either that there is a variation 
in eccentricity across the ring (Nicholson et al. 1978) or that the pericenters of 
the particle orbits are systematically misaligned, or both (Dermott and Murray 
1980). We define the mean eccentricity gradient of the ring gr by 

(69) 
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Fig. 16. Composite image of Saturn's C Ring. The horizontal line through the center marks the 
border between the two images; at the top is shown the trailing ansa of the rings, and at the 
bottom the leading ansa. The dark gap in the center of both images contains a narrow ring 
which is clearly both eccentric and of nonuniform width. (Image courtesy of JPUNASA.) 

where 8e and 8a are the differences in the eccentricities and the semimajor 
axes of the Keplerian orbits that define the inner and outer edges of the ring. If 
the pericenters are aligned, then the variation of the radial ring width W with 
the true anomaly f is given by 

W = 8a [I - (gr+e) cos!] . (70) 

Since, if e<< 1, the orbital radius r varies as 

r = a(l - e cos!) , (71) 

it follows that the harmonic variations of W and r are in phase and that W 
varies linearly with r (Nicholson et al. 1978). Any departure from linearity 
would imply a misalignment of pericenters. For the Uranian e Ring, at least, 
this misalignment must be < 0~2 (Dermott and Murray 1980). Since W cannot 
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TABLE III 

Eccentric Rings of Nonuniform Width 

<W> e 
Planet Ring (km) xto· 

Uranusa a 7.5 7.2 

Uranus 3 /3 7.8 4.5 

Uranus 3 E 58 79.2 

Satumb 1.29 Rs 25 2.7 

Satumc 1.45 Rs 69 3.9 

"Data from chapter by Elliot and Nicholson in this book. 
bData from Porco et al. (1983). 
coata from Esposito et al. (1983). 

J,(/3/a r 
xto' 

2.3 

2.1 

1.2 

46.9 

26.1 

623 

Kr 

0.35 

0.35 

0.65 

0.35 

0.55 

be negative (the particle orbi.ts cannot intersect), we must have lg r + e I< l. 
However, it is interesting and probably significant that all the observed values 
of gr are positive and all are close to the critical value of unity ( see Table III). 

If the pericenters precessed under the influence of J 2 alone, then the 
differential precession rate across a ring would be 

(dW). = ~ !!_I (!!_) 2 

da J 4 a 2 a . 

Thus, if no other forces acted, the pericenters would rapidly disperse. 

A. Self-gravitation. 

(72) 

Goldreich and Tremaine (1979a,b) consider that apse alignment is main
tained by the self-gravitation of the ring particles. The contribution of the 
self-gravitation of the ring to dW/da, which arises from the variation of the 
radial forces acting on the particles with true anomaly, is given by 

dW) na"u-r 
(da r = {3M<W> 2 

where, for most mass distributions, 

If 

31T<W>gr 
{3 = -----=

ae 

(73) 

(74) 

(75) 
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B ., Pb 
gr=+ 2.3e<W>J, (-) 

' a U'r 
(76) 

where Pb is the density of the planet. Thus, knowledge of the ring geometry 
yields an estimate of the mean surface mass density <r r of the ring. Note that 
self-gravity only acts to align the pericenters if the eccentricity gradient gr is 
positive and the radial forces are a maximum at pericenter. This is in accord 
with the observations. The surface mass densities of the Saturnian rings esti
mated from Eq. (76) are also in accord with independent estimates based 
on the relation between optical depth and surface mass density established 
from both the radial wavelengths of density waves and the scattering of the 
Voyager I radio signal (Borderies et al. I 982a; see also the chapter by Elliot 
and Nicholson in this book). 

The self-gravitation model of apse alignment has now been extended to 
node alignment (Borderies et al. 1982a; Yoder 1982). The analysis predicts 
that if the self-gravitation of the ring alone acts to align the apses and the 
nodes, then we must have 

oi oe 
e 

(77) 

where oi is the variation of the inclination of the particle orbits across the ring. 
Yoder (1982) has also shown that the configuration of aligned pericenters and 
nodes is stable against small displacements. An eccentric ring is stable even if 
its inclination is zero, but a ring with an appreciable inclination is only stable 
if it is also eccentric (Yoder 1982). 

B. Embedded Rings. 

The eccentric Saturnian rings at 1.29 Rs and 1.45 Rs have special loca
tions. In both cases, the rings are very close to the outer edges of the clear 
gaps in which they lie (Porco et al. 1983; Esposito et al. 1983). In the case of 
the 1.45 Rs ring, the particles in the outer edge of the eccentric ring may even 
brush the surrounding disk at their apocenters (Esposito et al. 1983). These 
configurations may not be fortuitious. The closeness of the rings to the sur
rounding disk leaves little room for shepherding satellites. However, the ring 
particle orbits will be perturbed at each close encounter with the disk. Perhaps 
this interaction results in shepherding action. 

The location of the rings may also have some other significance. The 
contribution of a circular disk to the differential precession of a nearby narrow 
eccentric ring is given by 

(1 +y) na"ud 

M!l.a 2 
(78) 
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(cf. Eq. 73) where 

(79) 

where g rt ( = ae I aa) is the eccentricity gradient between the ring and the inner 
edge of the circular disk, aa ( <0) is the corresponding difference in the 
semimajor axes and a rt is the surface mass density of the disk. Regardless of 
the sign of gr, (dW/da)d is only positive if the eccentric ring is close to the 
inside edge of the disk. That this is the case for the Satumian rings suggests 
that the disk may have a role in their apse alignment. Using Eqs. (72), (78) 
and (79), I calculate that even if the rings were massless (ar = 0), dW/da 
would be zero where 

ad ) ½ 
aa = - 56 ( 100 g cm-2 km (80) 

in the case of the 1.45 Rs ring, and where 

<Id ) ½ 
Lla = -42 ( 100 g cm-2 km (81) 

in the case of the 1.29 Rs ring (neglecting the contribution of Titan to dW/da). 
Thus, the disk may partly determine the local eccentricity gradients of the 
outer edges of the rings; these local gradients may even be negative. This 
might imply that the eccentricity gradients at the edges may differ appreciably 
from the observed mean eccentricity gradients, and may be equal to those 
critical values for which the angular momentum flux rates are zero and the 
edges are sharp (Borderies et al. 1982b, 1983b). 

C. Precessional Pinch. 

Dermott and Murray (1980) pointed out that by itself self-gravitation does 
not explain why all the observed values of gr are close to unity. If gr is 
determined by three presumably independent parameters of the ring (e, <W> 
and <Ir), then it is unreasonable to expect those quantities to be always such 
that gr = 0.5 (see Table III). They argued that the ring particles may be 
close-packed at pericenter and that close-packing may prevent differential 
precession. Figure 17 gives an heuristic description of how differential preces
sion, particle collisions, and self-gravitation acting together always transform 
a narrow eccentric ring of uniform width into a ring with a large positive 
eccentricity gradient and aligned pericenters. Equilibrium (Fig. l7d) is only 
reached when the particles are so close together at pericenter that the ring 
width there cannot be reduced any further. Since differential precession al
ways acts to reduce the ring width, it must then cease. 
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Fig. 17. Possible evolution of a narrow eccentric ring due to differential precession. (a) 
Initially the pericenters are aligned and the ring width is uniform. (b) Differential precession 
produces a harmonic variation of width with the pinch (Wmin) located before pericenter 
(j = - -rr/2). The pericenters of the eccentric orbits are denoted by filled circles; the 
mean pericenter of the ring by an open circle. As the pericenters separate, Wmin decreases. 
Dermott and Murray (1980) contend that close packing of particles at the pinch prevents 
Wmin from being reduced to zero. (c) The further evolution of the ring is now determined by 
self-gravitation, resulting in the growth of a positive eccentricity gradient. As the eccentric
ity gradient increases, the pinch moves in a prograde sense towards pericenter. (d) Only at 
pericenter is the pinch in stable equilibrium. 

The only alternative to this argument is to allow thate, <W>, err and gr 
are not independent parameters (Dermott and Murray 1980). The coupled 
evolution of these parameters has now been solved by Borderies et al. 
(1983c). In their model, self-gravitation is always responsible for the align
ment of the pericenters, and evolution of the parameters only ceases when 
close-packing of the particles at pericenter limits the growth of the mean 
eccentricity e . 
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D. Sharp Edges. 

The particle dynamics of an eccentric ring with a large eccentricity gra
dient are quite different from those of a circular ring, because both the relative 
velocities of the particles and their collision frequencies can vary markedly 
with true anomaly (Dermott and Murray 1980). The radial variation of angular 
frequency/ for a ring with aligned pericenters is given by 

d/ 
dr 

3 II 

2 a 
(82) 

and, if gr > 3/4, then the angular velocity gradient at pericenter is positive. 
Borderies et al. (1982b) have shown that this change of sign has a profound 
effect on the angular momentum transfer rate due to particle collisions, and 
probably accounts for the existence of rings with very sharp edges. Their 
model is shown in Fig. 10 (see Sec. 11.C). 

Using the fluid approximation (Eq. 4), Borderies et al. have shown that 
the net angular momentum flow rate is zero and the ring edge is sharp when 
the magnitude of the eccentricity gradient at the ring edge is (3/4)½. [Note that 
in their model the fundamental quantity is the azimuthal variation of the radial 
width of adjacent streamlines, and that this is determined by the eccentricity 
gradient gr alone only when the pericenters are aligned (see Dermott and 
Murray 1980, and Eq. 70). Their more general treatment also allows for the 
azimuthal variation of radial width associated with misalignment of pericen
ters (this effect is shown in Fig. 17). For very narrow rings, the latter effect 
can be dominant.] A more sophisticated analysis, using the Boltzmann equa
tion, shows that the critical eccentricity gradient varies with the mean optical 
depth of the ring T (Borderies et al. 1983b). For T > 3, the critical gradient is 
close to the fluid limit 0. 866, but the critical gradient decreases with T and for 
T = 0.25 it is as low as 0.5. The local eccentricity gradient, ade/da, is strongly 
radially dependent near any Lindblad resonance (see Eq. 38) (and, perhaps, 
near the inner edge of a disk). For this reason, Borderies et al. (1982b) 
consider that the sharp edges of all rings in the solar system are probably 
associated with Lindblad resonances. 

IV. HORSESHOE ORBITS 

Dermott et al. (1979) proposed that each narrow ring contains a small 
satellite that maintains solid particles in stable, horseshoe orbits about its 
Lagrangian equilibrium points (Fig. 18). The case for which the ring-satellite 
has zero eccentricity can be studied by considering the Jacobi integral. In a 
rotating reference frame in which the satellite is fixed, this integral is (Brown 
1911) 



628 S. F. DERMOTT 

8 
Satellite 

Fig. 18. Ring model of Dermott et al. (1979); each ring contains a small satellite which 

maintains particles in horseshoe orbits. Loose solid particles leave the satellite surface and 
enter orbits closely similar to that of the satellite (which can be both eccentric and inclined to 
the equatorial plane of the planet). The gravitational force of the satellite in a 1:1 resonance 
with the ring particles provides the critical phenomenon needed to define a narrow ring. 
(Figure copyright of Nature. MacMillan Journals Ltd.) 

(83) 

where r is the distance of the particle from the center of the planet, Ll is the 
distance from the satellite, and V is the speed in the rotating reference frame 
(Fig. 19). The unit of distance is the separation of the satellite from the center 
of the planet, and the unit of time is chosen such that the mean motion n of the 
satellite is given by 

n 2 = 1 + m/M . (84) 

This requires GM = 1. The curves V2 = 0 for a range of values of the Jacobi 
constant C are called zero-velocity curves, and define regions of the plane 
within which the particle is confined to move. 

The shapes and widths of these curves are very good guides to the 
geometry of the actual particle paths. Dermott and Murray (1981a) have 
shown that, if (m/M)i<< 1, there is a close correspondence between a parti
cle's path and its associated zero-velocity curve. If a particle is moving in a 
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Fig. 19. Schematic diagram showing the Lagrangian equilibrium points and the critical zero
velocity curves. The critical horseshoe curve actually passes through L, and L, and the 
critical tadpole curve passes through L,. Horseshoe orbits will exist between these two 
extremes. The rectangular coordinate frame is centered on the planet and corotates with the 
satellite. 

near-circular orbit, and the radial displacement of its associated zero-velocity 
curve from the unit circle is Wz, then the radial displacement of the particle 
path at the same longitude is 2Wz; if the particle orbit has a small eccentricity, 
then this statement applies to the motion of the guiding center. 

Tadpole orbits encompass either L. or L0 alone, whereas horseshoe orbits 
encompass L,, L. and L5 (Fig. 19). In most of the past work on the three-body 
problem, emphasis has been placed on the tadpole solutions, since these 
describe the motion of the Trojan asteroids with respect to Jupiter. Until the 
Voyager encounters with Saturn, examples of horseshoe orbits in the solar 
system were unknown. Dermott et al. (1979, 1980) pointed out that for two 
reasons we must expect horseshoe orbits in the solar system to be associated 
only with very small satellites. First, the ratio of the widths of those regions 
where, respectively, tadpole alone and tadpole and horseshoe orbits are possi
ble is = (m/M)!, and it follows that the horseshoe orbit region is only domi
nant if (m/M)i<< 1. The second reason obtains from a study of orbital 
stability. 
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For motion m a horseshoe orbit it is convenient to write the Jacobi 
constant C as 

(85) 

where a is a constant ,s; 31. If we write 

a= G8 + /),,,a (86) 

where a and a 8 are the semimajor axes of a ring particle and a ring satellite 
respectively, then 

(87) 

and the distance of closest approach of a particle (or its guiding center) to the 
satellite is 

(88) 

(Dermott and Murray 1981a). 
Dermott et al. (1980, 1981a) have found by numerical integration of par

ticular cases that the type of path followed by a particle depends on the value 
of a. For large values of a(> l) the particles either strike the satellite or are 
scattered, but for small values of a (<I) the particles are apparently repelled 
by the satellite and motion in horseshoe orbits is possible (for a simple discus
sion of the dynamics involved see Dermott et al. I 979). The nature of the path 
changes dramatically as a is reduced, and for very small values of a the 
horseshoe paths are almost perfectly symmetric with respect to the unit circle. 

Ifwe write 

(89) 

where the subscript} refers to the number of consecutive encounters with the 
satellite that the particle experiences, then we find that n increases to values 
>0.7 (}= 1) and= 1.2 (}=2) as a decreases to <0.2 (Fig. 20). Thus, for 
small values of a the orbits are near-periodic and aa 0 and aa 2 are equal 
to order m/M. This symmetry is not a property of the circular orbit case 
alone. Fig. 20 shows that there is no substantial difference between the 
cases of circular and eccentric orbits. 
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Fig. 20. Summary of horseshoe paths. n is a measure of the symmetry of the horseshoe path 

(see Eq. 89). a is the impact parameter, proportional to Ila'. The circular points refer to 

changes in the semimajor axis a of the particle orbit after a single encounter with the 

satellite: filled circles refer to the circular orbit case (e, = 0, where e, is the eccentricity of 

the satellite orbit); open circles refer to the elliptical orbit case withe, = 0.01. The trian

gular points refer to the total change in a after two consecutive encounters: filled triangles, 

e, = 0; open triangles, e, = 0.01. 

The effect on the horseshoe orbit of a ring particle by an external force 

due, for example, to Poynting-Robertson light drag can now be understood. 

If a is small, then ,ia0 and ,ia2 are always equal; drag forces have little in

fluence on the encounter dynamics. Therefore, if the ring were very narrow 

and the magnitudes of the drag forces acting on the particle were the same 

in both halves of the horseshoe path, then the orbital decay of the particle 

achieved in one half of the path would in effect be cancelled by that achieved 

in the other half (Fig. 21). Since the drag force extracts angular momentum 

from the system, some orbital decay would of course occur, but the satellite 

would supply angular momentum to the particle to maintain the 1:1 resonance 

and the orbit of the ring particle and the satellite would decay together at 

some rater times less than that of an unconstrained particle, where 
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Fig. 21. Path of a particle moving in a horseshoe orbit around a ring-satellite of mass ratio 
m/M = 10-• (circular orbit case). The dashed line refers to the particle path in the absence 
of drag, and the solid line shows the effect of an external drag force. Since a < 0.2, both 
paths are highly symmetric about the line a = 1 and both paths are closed (to order m/M). 
Thus, even in the presence of drag, the particle orbit is stable; the ring-satellite provides 
the energy and angular momentum needed to maintain the 1:1 resonance. 

mr 
r= (90) 

(Dermott et al. 1979, 1980; Dermott 1981a). Thus, even if a ring consisted of 
very small particles (d<<0.l cm), if m,>>mr then Poynting-Robertson 
light drag acting over times comparable with the age of the solar system 
would not result in significant orbital decay or ring spreading. However, 
second-order effects associated with the variation of the magnitude of the 
mean drag force with distance from the planet may not be negligible. 

From Fig. 21, we see that orbital decay on the inside of the horseshoe acts 
to increase the width W of the path, whereas that on the outside acts to 
decrease it. If ci < 0 and dlal/da < 0, then one might expect W to increase 
with time. However, since the particle's orbital period decreases with increas
ing a (Kepler's third law), the particle spends a greater time on the outside 
than on the inside of the horseshoe path, and the sign of Wis found to depend 
on the magnitude of dlci Iida. If ti = -k'an, where k is a constant, then 
W!W = (3+n) (ala) and, ifn > -3, then W <0 and the particles are driven 
towards L. and L,. From Eq. (8), we see that this is the case for the Poynting
Robertson light drag. 
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Fig. 22. Values of L for solar system bodies. If the evolution of the semimajor axis of a small 
satellite moving in a horseshoe orbit due to encounters with a primary or more massive 
coorbital satellite can be described by a random-walk process, then the lifetime L of the 
small satellite can be estimated from the mass ratio m/M, where m is the mass of the primary 
satellite and M is the mass of the planet. Horseshoe orbits may be associated only with very 
small or young primary satellites. 

If Eq. (89) were sufficient to describe the effects of particle and satellite 
encounters, then I would expect particles to be lost from horseshoe orbits due 
to a random walk of the quantity lila 0 I- lila 2 1- If n = I in Eq. (89), then this 
would occur on a time scale 

T 
L = (m!M)i (91) 

where Tis the orbital period of the satellite (Dermott et al. 1980). Values of L 
for various bodies in the solar system are shown in Fig. 22. On this basis, 
Dermott et al. (1980) suggested that very small satellites which lie outside the 
Roche zone may be associated with narrow rings of primordial material that 
they have yet to accrete. Their numerical investigations and those of Dermott 
and Murray (1981a) were not very extensive. Thus Eq. (91) cannot be re
garded as well supported. Nevertheless, it is encouraging that those satellites 
since discovered to be associated with companions in horseshoe orbits, have 
lifetime L > 5 x 10" yr; these are the coorbital satellites 1980S1 and 1980S3 
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(Smith et al. 1981, 1982) and Mimas (Simpson et al. 1980; Van Allen et al. 
1980; Stone and Miner 1982; Van Allen 1982). 

It is natural to suggest that the coorbital satellites 1980Sl and 1980S3 are 
direct collision products, but I consider this unlikely. Dermott and Murray 
(1981a) have shown that high-a orbits are very unstable. A satellite could not 
remain in such an orbit for long without either being scattered away from the 
more massive satellite or colliding with it. Since any objects which leave the 
surface of the main satellite must, if they move in horseshoe orbits at all, 
move in high-a orbits, it is improbable that the present orbital configuration, 
characterized by a very low a value (0.025), was formed in that way. Similar 
arguments apply to the formation of the coorbital satellites of Mimas, Dione, 
and Tethys. If collisions have had a role in the formation of coorbital satel
lites, then I consider that the formation of a narrow ring of coorbital debris 
out of which the coorbital satellites then accrete is a necessary intermediate 
step. I can see no other way of placing large quantities of material in the 
low-a orbits necessary for orbital stability and satellite survival (Dermott 
and Murray 1981b; Yoder et al. 1983). 

The existence of satellites in horseshoe orbits lends support to the horse
shoe orbit ring model. However, other observations argue against it. In par
ticular, occultation data show that the structure of some of the Uranian rings is 
highly complex. Such asymmetric profiles could not possibly be modeled by a 
ring which contains a single satellite. Whether small satellites exist in Saturn's 
rings that maintain rings of particles on horseshoe paths is not known, but I 
would argue that they probably do. 
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THE ORIGIN AND EVOLUTION OF PLANETARY RINGS 

A. W. HARRIS 
Jet Propulsion Laboratory 

Saturn's rings have often been regarded as the uncoagulated remnant of a 
circumplanetary disk from which the regular satellites formed. In 1847, Roche 
suggested that they may instead be the fragments of a disrupted satellite. More 
than a century later, this central issue of whether ring particles are primordial 
or evolved remains unresolved. In this chapter, I review a number of dynamical 
processes which act on a gas/solid disk in Keplerian motion: viscous spreading, 
gas drag. coagulation of particulates, and the effect of further inf all of matter 
from heliocentric orbit onto the planet/disk. From these considerations, 1 con
clude that the survival of a remnant ring is unlikely, and turn to the possibility 
that rings were created by the disruption of sizable satellites, which were less 
sensitive to the destructive processes present during planet formation. This 
hypothesis, while appearing at first more complex than the other one, seems 
upon closer examination to have fewer unresolved difficulties. It offers a natural 
explanation for the presence of shepherd satellites (i.e., large collision frag
ments) coexisting in the same orbital range as ring particles, where coagulation 
into satellites is apparently not possible. This feature of the hypothesis is par
ticularly attractive with regard to the origin of the Uranian rings. 

There is little disagreement that the planetary rings which we see today 
are basically products of the same formation process that gave rise to the 
regular satellite systems surrounding each of the ringed planets. The primary 
issue debated in theories of ring origin is whether they represent a failure of 
the innermost portion of a circumplanetary disk to accumulate into satellites, 
or whether they are the result of the disruption of preexisting satellites. The 
principal difficulty of the former scenario is the matter of survival of such 
small particles under the conditions of planetary formation. In order to avoid 
this same difficulty, the latter scenario must provide for a delay from the time 
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of satellite (and planet) formation to the time of disruption of the satellite(s) 
under more quiescent conditions. Furthermore, a breakup scenario must pro
vide for the radial migration of the satellite(s) from the site of origin to the site 
of breakup (since satellite formation appears to be impossible at the present 
ring locations), and for the subsequent grinding and spreading of fragments to 
the present size and orbital distributions. In spite of the apparently greater 
difficulties, I favor the breakup scenario, and will attempt to describe and 
defend one such model in the following sections. 

In this chapter I take the Roche limit or Roche zone to mean that orbital 
range near the planet within which accumulation of a particulate disk into 
discrete bodies fails to occur on account of the planet's tide. (See the chapter 
by Weidenschilling et al. for a discussion of tides which can affect a particle's 
disruption and accretion.) I do not review in detail the broader topic of planet 
and satellite formation. Such a review is in preparation by Stevenson et al. 
(1984). Section I of this chapter is a brief overview of the aspects of planet 
formation that affect ring formation. In Sec. II I consider the various proc
esses operating during planet formation that lead to rapid evolution of small 
ring particles. The severe constraints imposed by these processes lead me to 
favor a scenario in which the ring material is preserved in the form of satellites 
until after the process of planet formation is essentially complete. In Section 
III I outline such a formation model. In the final section, the interrelation of 
the various known ring systems, and the implications of my ring formation 
model for the larger question of planetary formation, are discussed. 

I. THE FORMATION OF PLANETS AND SATELLITE SYSTEMS 

Models of giant planet formation can be grouped in two categories. If the 
planets formed by large scale gravitational instabilities in the solar nebula 
(essentially Jeans instability with rotational energy included), then the entire 
mass of the planet would collapse into a giant gaseous protoplanet on a time 
scale on the order of the orbit period ( Cameron 1978). Following a time of IO' 
to 101 yr, during which the mass would be in hydrostatic equilibrium but in a 
very distended state, hydrodynamic collapse due to the dissociation of hydro
gen would occur in ~ 1 yr, resulting in a planet not much hotter and larger 
than at present (Bodenheimer et al. 1980). Pollack et al. (1976, 1977) have 
extrapolated the cooling histories of Jupiter and Saturn backward in time, 
assuming hydrostatic equilibrium. Figure 1 shows the time required for Saturn 
to cool enough to allow ices to condense at various orbital radii. From the 
later work of Bodenheimer et al. (1980), it appears that the hydrodynamic 
collapse model merges with the hydrostatic one at ~ 10' yr, hence that point 
on the timeline in Fig. 1 should be taken as zero and everything to the left 
disregarded. The important conclusion with regard to satellite and ring forma
tion is that ices could not condense at the present ring radii for ~ IO" to 10 1 yr. 
Therefore the ring mass must have been stored as a gaseous ring for that long, 
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Fig. I. The temperature within a circumplanetary disk about Saturn as the planet cooled and 
contracted. The two profiles represent assumed optically thin (a) and optically thick (b) 
disks. Each curve refers to a constant orbital distance and is identified by the initial of the 
satellite or ring currently occupying that orbital distance. (J for Janus may be regarded as the 
distance of the coorbital satellites.) The scales across the top identify the times at which the 
radius of Saturn equaled the orbital distances indicated. See Pollack et al. (1976) for further 
details. (Figure from Pollack et al. 1976.) 

or else condensed at a larger radius and later transported into the present 
ring radius. 

The second general class of models of giant planet formation require 
solid cores of 1 to 10 Earth masses which trigger gas accumulation about them 
(Safronov 1972; Harris 1978a; Mizuno et al. 1978; Mizuno 1980). The advan
tage of these models is that a less massive solar nebula is required, since 
gravitational instability of the gas phase is not required. On the other hand, 
nucleated gas accretion only occurs about fairly massive cores, which are 
likely to require ~ 10• to 10" yr to grow from the condensates of the cooling 
nebula. Even if a core of several Earth masses grew more rapidly, the gas 
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envelope surrounding it would require -10• yr to cool sufficiently for hy
drodynamic collapse to occur (Harris 1978a). Following the initial hydro
dynamic collapse, further gas accumulation would occur as rapidly as gas 
could be delivered to the accumulation zone. This time scale could be very 
short for a vigorously turbulent solar nebula; however, it is unlikely that it was 
~ 10• yr, or the solar nebula would have been dissipated before the cores were 
formed. Unfortunately, thermal history calculations analogous to those dis
cussed above have not been done for a nucleated growth model of planet 
formation, so it is not clear whether ice could condense about such a proto
planet while it was still growing. Based upon the hydrostatic models (Fig. 1), 
one might guess that if the time scale of gas accumulation were~ 10" yr, the 
protoplanet would be too hot to allow condensed ice to exist as close to Saturn 
as the present rings, and the ring material would have had to be preserved as 
a gaseous disk for -10• yr after formation, or else be transported in from 
a greater radius after that period of time, as in the previous model. On the 
other hand, if gas accumulation took ~ 10" yr, ice may have been stable at 
the ring radius during the time of planet growth, and the storage problem 
would not exist. 

In summary, it appears that the time scale of planet formation and/or ice 
condensation is probably ~ 10' yr, so that one should be concerned about 
dynamical processes within a gas/solid protoplanetary disk which tend to 
disrupt it more rapidly than that. Furthermore, it is not clear whether or not 
the planets were still accumulating matter during the course of satellite/ring 
formation, so the effect of continuing mass infall onto the disk should be 
considered. 

In order to illustrate (in Sec. II) the possible importance of various 
dynamical processes present in a gas/solid protosatellite disk, I shall make 
use of the numerical values given in Table I. For each planet with a known 
ring, a minimum mass disk is estimated at several orbital radii. The surface 
density of solids is estimated by smearing out the present ring/satellite masses 
over the disk area available. The temperature is taken to be the condensation 
temperature for the dominant solid species present. (Ice is assumed for Uranus 
since the lower temperature results in more conservative estimates of the 
importance of the various processes.) The equivalent thickness of the gas disk 
is (see Safronov 1972, p. 25) h = 1.5 vT/n, where vT = 10-• Tl cm s-' is the 
thermal velocity of the gas molecules and n is the orbit frequency. The gas 
density is obtained by first estimating the mass of gas of the planet's composi
tion necessary to yield the observed mass of solids in the disk. Others (e.g., 
Weidenschilling 1982) have assumed reconstitution to solar composition, 
which implies a more massive protosatellite disk. The assumed reconstitution 
factors, CT0 !CT8 , are tabulated. The solid surface density is mutiplied by this 
factor and divided by h to obtain the midplane gas density. 

In evaluating the results based on this table, it must be remembered that if 
satellite formation is an inefficient process, then the disk masses may have 
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been much greater. On the other hand, if satellite formation was concurrent 
with slow growth of the planets, then the instantaneous mass of the disk may 
have been much less. Thus Table I represents a middle-of-the-road model of 
circumplanetary disks. Also, the low densities in the Jupiter and Uranus ring 
zones may well be due to loss of solid matter from those zones. If this is the 
case, then the surface densities of the inner satellite regions may be more 
representative of the original ring zone densities than those inferred from the 
amount of solid material presently there. 

II. DYNAMICAL EVOLUTION OF A PROTOSATELLITE DISK 

There are several dynamical processes which act to dissipate a solid/gas 
disk about a planet. Most of the same processes would occur in the solar 
nebula as well, but because of the smaller length scale, generally higher 
surface density, and shorter orbit period of a circumplanetary disk, the corre
sponding time scales are very much shorter than for the solar nebula. 

A protosatellite disk is subject to viscous shear, just as are the present 
planetary rings (e.g., see chapter by Stewart et al.). If the gas phase of the ring 
were not turbulent, then the time scale of viscous spreading would be very 
long ( ~ 10" yr). However, since even a minimum mass circumplanetary disk, 
with a surface density ~ 10• g cm-2 (cf. Table 1) would be optically thick, it 
is likely that the disk would be convectively unstable and hence turbulent 
(e.g., Lin and Papaloizou 1980). The time scale for an element of gas to 
migrate a distance of the order of its orbit radius by viscous shear is 

(1) 

The effective viscosity is Ile ~ J!lv6/Re, where Re is the effective Reynolds 
number. The turbulence velocity av is on the order of the product of the eddy 
scale 6 times the radial gradient of the orbital velocity. For Keplerian motion, 
this is just half of the orbit frequency n, so Ve ~ ½ 062/Re. If the turbulence 
is driven by thermal convection in the vertical direction, then 6 will be on the 
order of the vertical scale height: 6 ~ h = vr!O. The effective Reynolds 
number is expected to be ~ 103 (e.g., Goldreich and Ward 1973; Lin and 
Papaloizou 1980). Thus, combining all these dimensional estimates, the time 
scale in years of viscous spreading of a turbulent disk becomes: 

Oa 2 (mp a)½( IOOK) t ~ Re --2-~ 10' -- --
Vr m 0 a$ T 

(2) 

where mp lm0 is the mass of the central body in solar units, ala$ is the orbit 
radius in AU, and Tis the temperature of the gas disk. The dissipation time for 



ORIGIN OF RINGS 647 

the solar nebula itself is thus on the order of 10° yr; for a circumplanetary disk 
about Jupiter or Saturn, t ~ 100 yr. One consequence of this difference in time 
scales is that, if the giant planets grew by nucleated instability (see e.g., 
Mizuno 1980), then mass infall onto a circumplanetary accretion disk would 
occur on a time scale of ~ 10' yr, whereas viscous dissipation of the disk 
would occur on a scale of ~ 102 yr. Thus it is questionable whether a pro
toplanetary accretion disk could exist as a steady state feature under these 
circumstances. Regardless of the mode of formation of the giant planets, 
the above time scale of dissipation imposes a serious constraint on models 
of condensation and growth of satellites from a circumplanetary disk. It 
has been argued (see e.g., Coradini et al. 1981) that a circumplanetary disk 
would not be turbulent and hence the diffusion time scale would be very 
long. I consider the arguments either for or against turbulence to be poorly 
developed at present; and the time scale of dissipation of the gaseous disk 
remains an important problem. 

Another dissipation process that occurs as solids condense from the 
gaseous disk is aerodynamic drag (see e.g., Whipple 1964; Goldreich and 
Ward 1973; Weidenschilling 1977). If a radial pressure gradient exists in the 
gaseous disk, then the balance between gravitational and centrifugal forces 
will be altered by an additional gas pressure term, resulting in a slightly 
different circular orbit velocity for the gas than for solids at the same orbital 
radius. If the gas pressure gradient is of the order of the pressure divided by 
the orbit radius, then the difference between the Keplerian orbit velocity and 
the gas orbit velocity is (see e.g. Goldreich and Ward 1973): 

(3) 

For a typical circumplanetary disk at the temperature of ice condensation, Vu· 

~30 ms-'. Small particles(~ meter sized) would be carried along with the 
gas and would experience relatively little radial drift before settling to the 
midplane (Weidenschilling 1982). If the particulate disk is optically thick 
(i.e., like the present rings of Saturn), the gas drag is probably best estimated 
as a shear stress on the surfaces of the disk (see e.g. Goldreich and Ward 
1973). The stress per unit area of the disk (both sides) is: 

(4) 

where Po is the gas density and Re is the Reynolds number. For laminar flow, 
the Reynolds number would be :;?; 10! hence it is likely that the shear zone 
will be turbulent, with an effective Reynolds number Re ~ 103 • The torque 
per unit area on the disk is S a. This can be equated to the rate of change of 
orbital angular momentum as follows: 
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<Ts 
=-Oaa 

2 
(5) 

where <Ts is the surface density of the particulate disk. The gas density can be 
expressed in terms of the gas surface density <Tg, divided by the equivalent 
thickness of the gas disk h = l .5 vr /0 (Safronov 1972, p. 25): 

2 
pg=3 (6) 

By substituting this expression, along with the expression for wind speed 
Eq. (3), into Eq. (5), the time scale t ~ ala for drag decay of the solid ring 
can be written in a simple form: 

27 <Ts Gmp 
t~-Re- 3 

2 <Tg Vr 

(7) 

Note that t is not dependent on the actual mass of the disk, nor on its radial 
extent, but only on the mass ratio of solids to gas. For an effective Reynolds 
number~ 103 , the decay time for silicate condensates (T~ 10" K, u.fug 
~ 10-2) is ~ 10• yr for the solar nebula or ~ 10 yr for a circumplanetary nebula 
about Jupiter or Saturn. For ices (T~250 K, u,lug~ 10-'), the lifetimes are 
~ 10" yr or~ 103 yr for solar or planetary nebulae, respectively. 

For larger solid aggregates, the disk approximation above may not 
be appropriate. Rather, one should consider drag about individual bodies. 
For a circumplanetary nebula, the Reynolds number for a sphere ;;::: 1 m 
moving at a velocity Vu, given by Eq. (3) through even a thin gas nebula 
(pg ~ 10-=- g cm-') would be ;;:::1000, hence the appropriate drag law is 
(cf. Weidenschilling 1977): 

F v = 0.7r 2pg v~. (8) 

The time scale of orbital decay from aerodynamical drag on an isolated sphere 
of density Ps and radius r is thus: 

Ps 
t ~100-

pg 
-~.-r. 

Vr 
(9) 

For the minimum mass circumplanetary disk about Saturn, the time scale of 
aerodynamic decay ,is ~200 (r km-') yr in all zones. For Jupiter, the time 
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scale is also ~200 (r km-') yr in the ring/Amalthea and Ganymede/Callisto 
zones, but only ~ 5 (r km-') yr in the Io/Europa zone. Weidenschilling (1982) 
derives considerably shorter time scales because he assumes a higher gas 
density and a steeper pressure gradient. For Uranus, t ~600 (r km-') yr in the 
satellite zone, or ~2 x 10• (r km-') yr in the ring zone. The large value in the 
ring zone is due to the low mass of the present ring system. If the same density 
is assumed as is present in the satellite zone, then the time scale of decay in 
the ring zone would be ~ 10• (r km-') yr. 

If the planet is experiencing inf all of matter from the solar nebula, then as 
a result both the gas and solid components of a circumplanetary disk will 
experience drag (Harris 1978h). The infalling matter is expected to arrive 
with very little angular momentum with respect to the planet, otherwise the 
accumulation of such matter would greatly overspin the planet (see e.g., Harris 
1977). This being the case, the matter that falls onto the disk will cause it to 
decay into the planet as it gains mass. The same will be true of satellites in 
orbit about the planets, even if they do not retain the gas component of the 
influx of heliocentric matter. Harris (1978h) derived the rate of inward spiral
ing of a satellite, for the case of matter arriving with no preferred angular 
momentum with respect to the planet, and infalling from the solar nebula with 
originally negligible velocity relative to the planet. Since the velocity of the 
infalling matter exceeds that of the satellite (escape velocity versus orbit 
velocity), Epstein drag was assumed. This assumption is perhaps not perfect 
for gas infall, but should yield a dimensionally valid estimate. The rate of 
inward spiraling is 

da 

a 
-3 PP 

Ps 
(10) 

where p, r, and m are the density, radius, and mass of the planet (subscript p) 
or satellite (subscripts). The flux of mass on the satellite is 

2 da 

5 a 
( 11) 

hence even if the mass sticks, the infall of the satellite is rapid compared to its 
growth. Figure 2 is a plot of the evolution of the Saturnian satellites as a 
function of mass gain of the planet. Since satellites could not survive evolu
tion across neighboring orbits, it can be inferred that the present satellites, 
particularly the small ones, were formed very near the end of the growth of the 
planet, if not after the growth was completed. 

A similar pair of equations can be derived for the rate of mass gain and 
orbital evolution of an optically thick ring (subscript r) subject to mass infall 
(Harris 1978b): 
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(12) 

da dmr dmp 
-= 2--= 2--
a mr mr 

(13) 

If such a ring existed throughout the growth of the planet, then approximately 
half of the total planet's mass would have arrived via ring infall. This mass 
would have arrived with orbital angular momentum, which would greatly 
overspin the planet. Thus the scenario of a growing planet continuously 
surrounded by an optically thick ring is contradictory to the observed spins of 
the planets. From Eq. (13), it is clear that disks of the mass of those outlined 
in Table I would be extremely sensitive to decay by infall of heliocentric 
matter. Even the ''reconstituted'' masses of the disks are - 10-" of the planet 
masses, hence such disks would not survive even the last 1 % of growth of 
their respective planets. 
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TABLE II 

Coagulation Time Scales in Model Circumplanetary Disks 

Planet/Zone Time scale (yr) 
(r,km-') 

Jupiter 
Rings/V 3 
I-II 0.05 
III-IV 0.3 

Saturn 
Rings 0.02 
I-V 0.2 
Titan 0.3 

Uranus 
Rings 100 
I-IV 2 

One last time scale which should be compared with the above ones is that 
of coagulation of the solid particles through mutual collisions. The time scale 
of growth, assuming all particles stick on contact, is (Safronov 1972, ch. 9): 

m, 
t~-.-~ 

m, 

2p, r, 

<T,0 
(14) 

The coagulation time scales in the various zones of the disk models of Table I 
are given in Table II. In general, these time scales are very much shorter than 
any of the preceding ones, hence one should expect the particulates in a 
circumplanetary disk to coagulate into ;:::, 100 km bodies before any of the 
other processes are effective. 

The various time scales discussed above are summarized in Table III. If 
the disk is turbulent, coagulation may be stalled, but viscous spreading will 
dissipate both the gas and the solids rapidly. Even if the gas is quiescent, 
aerodynamic drag would quickly remove a particulate disk from inside the 
Roche limit, while small particles outside the Roche limit would probably 
coagulate into satellites on an even shorter time scale. Thus it seems unlikely 
that solid particles as small as those of the present Saturnian or Uranian rings 
could have survived either within or outside the Roche zone for as long as 
~ 10' yr, as required by the arguments in Section I. For this reason I favor a 
model of ring origin in which the ring mass is preserved in the form of 
satellites until after planet growth is complete and any gaseous disk has been 
dissipated. In Sec. III, this scenario is outlined. 
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TABLE III 

Summary of Dynamical Time Scales in a Gas/Solid Circumplanetary Disk 

Process 

Viscous spreading (gas) 
Gas drag on particulate disk 
Gas drag on satellites 
Inf all of circumsolar matter on disk 
Inf all of circumsolar matter on satellites 
Coagulation/fragmentation 

Time Scale (yr) 

~100 
10-1000 

-200 (r, km-') 
~ 10-" (planet growth time) 
~r,lrv (planet growth time) 

-0.1 (r,km-') 

III. A SATELLITE BREAKUP MODEL OF RING FORMATION 

The primary motivation for this scenario of ring formation is to avoid the 
difficulty presented by the very short orbital decay times of small particles 
during planet/satellite formation. Since the time scale of coagulation of parti
cles outside the Roche limit is shorter than their orbital decay times, it is 
unlikely that rings were formed farther out and then evolved inward without 
first coagulating into satellites. Therefore, I suggest that satellites formed 
rapidly, or were captured, into orbits about the giant planets, and then spiraled 
inward due to the processes discussed in the previous section. When planet 
growth was completed, and/or any circumplanetary gas was dissipated, the 
inward migration ceased, leaving the presently observed satellite systems, 
plus additional small satellites in the regions presently occupied by rings. 
Such satellites would not necessarily be tidally disrupted (see e.g., Jeffreys 
1947; Aggarwal and Oberbeck 1974), but may have persisted intact for some 
time, much as is the case for Phobos today (Dobrovolskis 1982). However, if 
subsequently disrupted by large meteoritic collisions, these satellites would be 
unable to reaccumulate into satellites, due to the planetary tides, and could 
instead evolve collisionally into the presently observed ring systems. 

The first critical test of this hypothesis is whether the rate of infall of 
satellites into the planet poses an inconsistency. If the planets formed by 
hydrodynamic collapse, then circumplanetary gas disks must have persisted 
for ~ 10• yr in order to deliver satellites into the Roche zone after the planet 
had cooled enough to allow them to survive there. The persistence of a gas 
disk for so long itself poses difficulties due to the level of turbulence likely to 
have been present (cf., Table I). Ignoring this difficulty for the moment, the 
relevant time scale of decay is that of grown satellites in response to gas drag. 
Note that this time scale is ~ 10• yr for Saturn's ring parent body at its present 
radius. Thus, in the course of~ 10" yr ~ 100 such bodies (comparable in size 
to a typical inner satellite) should have been lost in order to assure that a ring 
parent body would have a high likelihood of being left behind in the Roche 
zone. This is ~ 102• to 1021 g, not an impossible amount of solid mass to have 
been lost into Saturn. 
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The alternate hypothesis, that satellites were both created and driven 
inward by the inf all of matter from heliocentric orbit during the course of slow 
planet growth, also leads to plausible limits (cf. Fig. 2 and Eq. 10), of several 
times the present masses of the satellite systems. Thus either mode of planet/ 
satellite formation might lead to one or more satellites being left within the 
Roche limit of a planet after the conclusion of planet/satellite formation. 

The next step in the scenario, collisional disruption, was probably ac
complished by the same meteoritic bombardment which left a record of large 
craters on some of the older surfaces of Callisto and most of the Satumian 
satellites. By extrapolating the crater density on Iapetus to the innermost 
satellites and rings of Saturn, Smith et al. (1982) estimate that these bodies 
have experienced enough collisions to have disrupted them several times over. 
Indeed, if a problem exists at all, it is one of an embarrassment of riches: it 
might be difficult for a satellite, once inside the Roche limit, to avoid disrup
tion for the requisite time until formation processes have ceased. 

Once a single ring parent body has been disrupted, further disruptions 
will occur as a result of mutual collisions between large fragments. The time 
scale of this process is given by Eq. (14), where r. should be taken to be on the 
order of that of the parent body ( ~200 km for Saturn or ~ 10 km for Jupiter 
and Uranus), and a-8 the value for the respective ring zones from Table I. The 
time scales are ~ 30 yr, 4 yr, and 1000 yr, respectively, for Jupiter, Saturn, 
and Uranus. This process is limited in that as the fragments become smaller, 
the collisions become more gentle and less effective in causing further frag
mentation. Since the impact velocity between two particles is at least on the 
order of the surface escape velocity of the larger fragment, the kinetic energy 
of such an impact can be equated with the limiting energy for fragmentation 
(Harris 1975; Greenberg et al. 1977) to define the size to which the largest 
fragments will be reduced: 

meters (15) 

where E c is the critical specific energy for fragmentation in ergs g- '. Green
berg et al. (1977, 1978) suggest values for E c of ~ 101 and 2 x 10" for solid 
rock and ice, respectively, but also suggest that values as low as ~ 10" to 10" 
may be appropriate for hydrated mineral assemblages that may have been 
prevalent in the outer solar system during formation (i.e., Uranian ring mate
rial). For these values of£ c, rapid collisional fragmentation should cease in an 
ice ring when the largest fragments are ~ 5 km in radius, and for a rocky ring, 
fragments should be no larger than ~40 km, but probably much smaller, 
perhaps ,;:::: 10 km. 

Following the rapid reduction of the rings to particles no larger than ~ 10 
km, the gentle bumping of particles should continue to result in slow erosion, 
much as rocks in a stream bed are slowly eroded by frequent collisions which 
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are individually much too gentle to cause large scale fracturing. Borderies et 
al. (see their chapter) estimate that the time scale of this erosion is ~ IO"fr yr, 
where Tis the normal optical thickness of the ring. Weidenschilling et al. (see 
their chapter) argue that as particles develop a regolith erosion will not occur 
in the usual sense; however, they agree that mass exchange between ring 
bodies will occur on a time scale very short compared to the age of the solar 
system, so that in any case the particle size distribution should be highly 
evolved to an equilibrium state. 

What is the equilibrium particle size, and why haven't they ground them
selves to dust? Weidenschilling et al. (see their chapter) suggest that ring 
particles may in fact be gravitationally bound aggregates, which grow as large 
as they can before tidal stress disrupts them. I would suggest instead the 
following hypothesis. Aggregation is only favored as long as the collision 
velocity is less than the surface escape velocity of the particles, which in tum 
is the case if T ~ l (Goldreich and Tremaine 1978). As particles aggregate, T 

becomes less and the dispersion velocity increases, which hinders further 
aggregation. Thus the equilibrium that may be established is not a specific 
particle size, but rather whatever size results in T ~ l. A tantalizing observa
tional fact favoring this hypothesis is that both the Saturnian and Uranian 
rings have T ~ 1, in spite of the apparent difference of 2 to 3 orders of 
magnitude in ring particle size (cf. chapters by Elliot and Nicholson and by 
Cuzzi et al.). Furthermore, one would expect a tendency at increasing ring 
radii toward lower T and larger particles, until finally aggregation wins even 
at zero optical depth and accumulation into satellites becomes possible. 

In order for the above hypothesis to be tenable, ring particles must some
how evolve in size, by erosion and/or reannealing of dust onto larger particles, 
to achieve the above defined equilibrium, and eventually achieve the high 
degree of elasticity required by the dynamical constraints (see e.g., Goldreich 
and Tremaine 1978). The latter requirement is a difficulty for both this model 
and that of Weidenschilling et al. 

Returning to the problem of the early evolution of collision fragments, a 
disrupted satellite should be reduced, on a time scale of a few years or less, to 
a swarm of debris in which the largest few fragments are ~ IO km in diameter, 
but much of the mass is contained in much smaller fragments typical of 
comminution outcomes (see e.g., Dohnanyi 1969; Fujiwara et al. 1977). 
Subsequent erosion should occur on a much longer time scale, ~ 10• yr. 
Before this could happen, the narrow ring of fragments would be altered by 
viscous spreading, and possibly also by tidal truncation of the fluid ring by the 
largest fragments. Consider first viscous spreading. After a time t a narrow 
ring should diffuse to a width .1 a (e.g., see chapter by Borderies et al.): 

(16) 
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where the viscosity v = 0.5 v 2 r/0(1 +r2) and the random velocity is at least 
that due to Keplerian shear for a body of radius r,, v ::2:0r8 • In the few years 
required for rapid fragmentation, the debris ring should spread to only -100 
times the size of the characteristic particle size, r •· However, on the time scale 
of further erosion, -10• yr, spreading should occur to -10• times the width of 
the characteristic particle size. Thus if -10• yr is really the appropriate time 
scale for reduction of the largest particles in Saturn's ring from -10 km to the 
present size, then spreading to the present radial extent may have occurred in 
the same amount of time. In any case, radial spreading to the current width 
from an initially narrow debris ring would appear to be an expected outcome, 
even for the very low interparticle collision velocities in the present ring. 

If the dispersion velocity were to become low enough while some large 
fragments remained, then those fragments might clear gaps in the rings. If this 
were to occur, then the large fragments would not suffer continued erosion 
from mutual collisions and might persist for a much longer time. The condi
tion for tidal truncation is that the torque transferred to the disk by the large 
fragment (satellite) must exceed that of viscous spreading, out to a distance 
from the satellite at least as great as the distance to the Lagrange points L 1 or 
L 2 (see e.g. Lin and Papaloizou 1979): 

8 

27 X 
3 

T 
(17) 

where x = (m • /3m p) ½ a is the minimum half-width of the gap ( distance to the 
Lagrange points) for truncation to occur. Equation (17) can be rearranged to 
define the minimum particle size for which truncation occurs: 

ms 9 ( V ) 
2 

T 
mp :,2, 8 7T' na 1 +r2 

(18) 

For the present rings of Saturn, v -1 cm s-', hence m8 /mp - 10-12 , corre
sponding to a minimum diameter of an icy satellite of -10 km. Thus if an 
initially narrow debris ring spreads radially, so that the dispersion velocity can 
fall below -1 to 10 cm s-1 more rapidly than erosion reduces the largest 
fragments below - 10 km in diameter, then those fragments may open gaps in 
the ring. In an extreme case of many large fragments, clear gaps may be the 
dominant feature of the ring system, as in Uranian-type rings. 

One final process which continues to reduce shepherd satellites even after 
gaps have been cleared is meteoritic bombardment. If the meteoritic bom
bardment of the ring zone was sufficient to cause the disruption of a ring 
parent body, then it probably was great enough to cause further disruptions of 
the largest fragments. Consider a power-law number density of bombarding 
particles N(>mJ ex: m 1;-q. The power-law index q is expected to lie in the 
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range 1.5 to 2.0 (Dohnanyi 1969; Fujiwara et al. 1977; Shoemaker and Wolfe 
1982). The total number striking a satellite is proportional to the cross
sectional area, r.2. The probability of disruption of a satellite is thus 

(19) 

where m Jm 8 is the projectile/target mass ratio required to disrupt a body of 
mass m 8 and radius r 8 • If the collision strength E c is constant with respect to 
size, then mJms is constant. However, Ee may decrease with increasing size 
due to greater material imperfections contained in larger bodies, but eventu
ally will increase again due to gravitational compression. Neglecting for a 
moment these uncertainties, note that for q < 5/3, the probability of disrup
tion (i.e., the collision lifetime) actually increases with decreasing size. Even 
for q = 2, it is proportional to r .-:: ', and this proportionality may be largely 
canceled by E c increasing with decreasing size. Hence the collision lifetime 
does not become drastically less with decreasing particle size. Indeed, since a 
single large particle is reduced into many smaller particles (n ex: r--"), then the 
probability that at least one collision fragment larger than r will survive 
further disruption becomes proportional to r 5- 3 Q In (r.lr). Thus it appears 
that even if the total meteoritic bombardment was considerably greater than 
that required to disrupt the original parent body, some large fragments may 
have survived the bombardment subsequent to the disruption event. 

IV. CONCLUSION 

During the growth and/or cooling of the giant planets, the dynamical 
processes which would be expected in a gas/solid circumplanetary disk would 
remove small particles very efficiently. I therefore conclude that the planetary 
rings that we see today are the remnants of preexisting satellites, which 
evolved inward from their sites of origin but were spared infall onto the planet 
by the conclusion of planetary formation. The tidal forces of the respective 
planets were too weak to disrupt the already formed bodies, but following a 
meteoritic disruption of such satellites the planet tides were sufficient to 
prevent reaccumulation. The subsequent competing processes of viscous 
spreading, disk truncation by large fragments, erosional griding among collid
ing particles, and perhaps further catastrophic breakups of shepherd satellites, 
have led to different configurations in each of the presently known ring 
systems. 

Jupiter's ring is perhaps a case of shepherds without sheep. The presently 
visible ring particles must be very short-lived, and are undoubtedly re
plenished by meteoritic erosion of the two satellites orbiting within the ring. 
Bums et al. (see their chapter; also 1980) suggest that there may be many 
more smaller satellites which are collisionally isolated from each other, and 
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which provide an even larger collective surface area as a source of erosion of 
the visible particles. These satellites may be the remnants of the breakup of a 
single parent satellite. )'he smaller collisional debris, the sheep, may have 
been lost through a combination of further meteoritic erosion and Poynting
Robertson drag on the small particles (see Mignard 's chapter). If tidal trunca
tion within such a ring occurred, then the inner or imbedded shepherds may 
have been carried in with the ring debris. Some of the larger fragments which 
were not quite large enough to truncate the disk would be partially carried 
along by viscous spreading and/or Poynting-Robertson drag, and thus may 
have become collisionally isolated from one another, as are the two known 
satellites in the ring. 

Saturn's rings appear to be a case of the opposite extreme: essentially all 
the mass has been reduced to fragments below the size limit for tidal trunca
tion, so that the ring system is mainly broad, with only a few narrow gaps and 
confined ringlets caused by imbedded satellites large enough to truncate the 
disk. The weaker strength of ice in comparison to most rocky materials, with 
the result that the first generation of fragmentation would end with smaller 
largest bodies (cf. Eq. 15), may account for the difference in outcomes be
tween Saturn's rings and the others. Also, the greater mass leads to higher 
viscous torques, so that the satellite mass required to truncate the disk is 
greater. Finally, the meteoritic erosion flux at Saturn may have disrupted most 
of the shepherds, even if they once existed. 

The Uranian rings can be explained as a system dominated by shepherds 
(see chapters by Demott and by Elliot and Nicholson). The population of 
smaller fragments (primarily thee Ring) appears to be overwhelmingly trun
cated by interstitial satellites, to the extent that the gaps are much wider than 
the ringlets. The persistence of this configuration may indicate that there has 
not been much further meteoritic activity following the disruption of the 
parent body of the rings. The above brief scenarios of origin of each known 
ring system are nqt intended to be definitive or unique, but only to indicate 
that the variety of known ring systems can be plausibly accommodated by 
differences in parent body mass, composition, and the environment of the 
various planets in question. 

Ever since Saturn was discovered to be encircled by a ring, such struc
tures have been regarded as a key to understanding the formation of the 
planets and their satellite systems. They have definitely earned this status in 
the sense that ring systems have motivated critical thinking on dynamical 
processes relevant to planetary origin: the tendency for an orbiting, collision
ally interacting system to flatten into a disk, to spread by viscous shear, and 
perhaps to be truncated by large imbedded bodies. The dynamical processes 
of coagulation and fragmentation, density wave generation and propagation, 
and gravitational instability all have received much study because of their 
relevance to planetary rings, and all this work has contributed to a greater 
understanding of the processes of planetary formation. 
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However, in another sense, planetary rings have failed to provide a key to 
planetary formation. As I have argued in this chapter, it is unlikely that the 
present rings are remnants of primordial accretion disks about planets; rather, 
they are highly evolved structures and their presence cannot be regarded as 
unambiguous evidence for one mode of planet formation or another. Ring 
formation appears to be a subsidiary event to satellite formation. Thus, an 
important constraint on planetary origin is the nature of the various satellite 
systems of the planets, rather than just the rings that also happen to be present 
in some cases. 
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THE SOLAR NEBULA AND THE PLANETESIMAL DISK 

WILLIAM R. WARD 
Jet Propulsion Laboratory 

Two popular theories of solar system formation are briefly reviewed, then used 
as background in an examination of several new developments related to 
planetary ring dynamics that promise to have great impact on future research. 
Most important are the incorporation of accretion disk and density wave 
theories into cosmogonic theory. A successful integration of these mechanisms 
may significantly constrain evolutionary models of the early solar system and 
also provide new insight into the mechanisms themselves. 

This chapter reviews the problem of solar system formation, in particu
lar that of the terrestrial planets, to illustrate several processes believed to be 
associated with this event which are analogues of ring phenomena discussed 
elsewhere in this book. Processes dominating particle rings in the current solar 
system seem most relevant to minimum mass models of the solar nebula 
which employ impact accretion to accumulate planet-sized objects from 
smaller ones (see e.g. Safronov l969;Goldreich and Ward 1973;Greenberg 
et al. 1978; Wetherill 1980). I primarily focus on these models. However, 
the other principal approach to this problem, the massive nebula models of 
Cameron and co-workers, is briefly discussed (see e.g. Cameron 1978; 
Slattery 1978; Decampli and Cameron 1979). These models rely on gravi
tational instabilities in the gas phase to initiate planet growth. 

Historically, research on galactic dynamics and solar system formation 
has improved our understanding of ring phenomena. In recent years, how
ever, the virtual explosion of new data from planetary probes and sophis
ticated groundbased and airborne observing techniques has stimulated 
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theoretical efforts directed at planetary rings themselves. Several concepts, 
newly applied to planetary problems, have arisen from these studies and 
promise to reflect significantly on our understanding of early processes in 
the solar nebula. 

I. BASIC MODELS 

A. Minimum Mass Nebula with Impact Accretion Among Planetesimals 

The minimum-mass model of the solar nebula assumes only enough 
primordial material to provide for the observed present mass of the planetary 
system. In the inner solar system, this implies -102" g of condensible material 
spread over a region on the order of 10 AU2 , i.e. 1021 cm2 in size. This results 
in an average surface density a - 10 g cm_.. Since this condensible material 
is presumed to originate from a solar composition cloud, about two orders of 
magnitude more material ( a - 10" g cm-") should have constituted the gas 
phase of the solar nebula. The Sun is assumed to be in place at essentially its 
present mass (2 x 1033 g) and to be surrounded by the tenuous nebula of 
primarily hydrogen and helium with total mass (at most) a few percent of the 
solar mass. The nebula is disk-shaped but not especially thin. Its finite scale 
height is maintained in hydrostatic equilibrium in which the vertical pressure 
gradient supports the gas against the vertical component of the solar gravity, 

(1) 

For an isothermal disk with adiabatic index y, Eq. (1) can be easily integrated 
to obtain p = Pc e-<zlhY', where Pc is the central density andh = (2/y)½(cffl) 
is scale height. Other thermal profiles yield similar results, i.e. a disk scale 
height of order c/0 where c is the sound speed in the gas phase and fl is the 
local orbital frequency (at l AU fl = 2 x 10-' s-'). The sound speed for 
molecular hydrogen is taken to be 7.6 x 103 cm s-' where T is the gas 
temperature. For temperatures low enough to allow chemical condensations, 
i.e., - 102 K, the scale height of the nebula at 1 AU is - 1012 cm. 

Fractionation of Solids from Gas Phase. The separation of condensible 
materials is thought to have resulted from a settling process in the early stages 
of the nebula. The large surface area of the nebula makes it an efficient 
radiator, with temperature quickly dropping below the condensation point of 
refractory material. Grains grow by sweeping up vapor phase material, or by 
collisions with other grains in which surface forces such as van der Waals 
attraction or ferromagnetic forces promote grain growth. In the former 
case, the resulting settling time is a few orbital periods, with typical grains 
- 1 to 10 cm in radius (Lyttleton 1972; Goldreich and Ward 1973). However, 
if the number of nucleation sites is so large that the vapor phase is exhausted 
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before settling can occur, growth proceeds by coagulation of solid grains. 
Numerical treatments of this process, including simulations of simultaneous 
growth and descent, have been performed (by e.g., Weidenschilling 1980). 
These indicate that the vertical settling process is distinctly nonhomologous; 
some of the first particles to arrive at the midplane initially condense far 
from it. Typical descent times are in the range of 10• orbital periods. In 
either case, debris begins to collect in a thin sheet at the midplane of the 
solar nebula in a relatively short time, producing a structure in some re
spects reminiscent of a present-day planetary ring. 

Gravitational Instability. The next stage of the accumulation process 
depends in part on the behavior of the gaseous phase of the nebula. If the gas 
flow is essentially quiescent, the debris sheet can become unstable to self 
gravity. However, as in planetary rings (see Chapter by Shu) both the rotation 
of the disk around the primary and the random motions of constituent particles 
inhibit this process. 

Random particle velocities tend to stabilize small regions of the disk. If 
the characteristic time, ~xiv, for a particle with random velocity v to traverse 
a distance x is multiplied by the characteristic deceleration imposed by the 
gravity of the collapsing fragment ~ GM /x 2

, the total implied velocity change 
must be< v. Otherwise, the particle's path is reversed and it is brought back 
into the collapsing fragment. Since the mass M of the collapsing fragment is 
also dependent on the size of the region, i.e., M =mrx 2 , the condition for 
stability is equivalent tox < v2hrGa. 

In contrast, rotation stabilizes large regions of the disk. For simplicity, 
consider a disk in uniform rotation. A region of size x must be chosen such 
that the centripetal acceleration required to keep a particle orbiting around the 
center of a collapsing fragment is > GM lx 2 , the gravity of the fragment. Since 
the centripetal acceleration is equal to v2lx where v ~ xn, this condition 
impliesx >1r Galn2 • 

Marginal stability of the disk occurs when the two regimes just overlap, 
v2/1r Ga = 1T Galn2 • In reality, the disk is in Keplerian rotation and the 
stability test is best carried out by perturbation analysis of the fluid equations 
of motion (Toomre 1964;Goldreich and Lynden-Bell 1965;Goldreich and 
Ward 1973; Ward 1976a). This procedure yields a dispersion relation 

(2) 

where k and w are the wavenumber and frequency of a radial sinusoidal 
disturbance and K is the epicycle frequency. For a Keplerian disk, K = n. 
Marginal stability (w = dwldk = 0) establishes a critical dispersion velocity 
Ver = 7T Gain for disk stability. For the values of the parameters used 
here, Ver~ 10 cm s-'. 
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The particles routinely suffer inelastic collisions with a frequency of 
order -rO where T is the optical depth of the debris disk. If these collisions 
damp v below Ver the disk will fragment, with the diameter of the largest 
region being A ~ 41r2 Gu/02 ~ (few) x 10" cm (Safronov 1969; Goldreich and 
Ward 1973). The mass involved, uX.2 ~ 10'" g, is equivalent to that of a solid 
object with a diameter from l to 10 km. However, the details of the fragmen
tation process indicate that these largest regions cannot collapse directly to 
solid density but tend to undergo a further fragmentation process, producing a 
hierarchy of scale lengths (Goldreich and Ward 1973). The largest region that 
can contract directly to solid density is ~ 10" cm, constituting a mass ~ 1014 g 
and a planetesimal diameter from 0.1 to 1 km. The dynamic collapse time is 
on the order of an orbital period. 

It is instructive at this point to compare these numbers with similar 
calculations for Saturn's rings. With ring surface density <T ~ 102 g cm-2 

(Holberg et al. 1982; Esposito et al. 1982) and orbital mean motion fl ~ 1.5 X 

10-• s-', the largest unstable wavelength is A ~ l.2 x 10• cm. This scale is 
much smaller than many of the features revealed by Voyager cameras and 
thus is unlikely to account for the complex ringlet structure. Mechanisms 
proposed for producing various ring features are discussed elsewhere in this 
book (see e.g. chapters by Stewart et al., by Shu and by Franklin et al.). 
Nonetheless, portions of Saturn's ring system appear to be very near the 
stability limit (Q = v0/1r Gu ~ l), and local gravitational instability may 
have a role in some ring behavior such as the observed azimuthal brightness 
variation in the A Ring (Colombo et al. 1976). Note that, since the rings lie 
inside the Roche limit, loose aggregates of the sort likely to result from 
gravitational clumping will be sheared by tidal stresses and the material re
turned to general circulation. (Exactly this close proximity to the planet is 
generally believed to account for the failure of ring material to accumulate 
into a small number of orbiting objects; see the chapter by Weidenschilling et 
al. for a discussion of this problem.) This process is very dissipative and could 
generate an effective viscosity large enough to spread an optically thick ring 
quickly (Ward and Cameron 1978; Harris and Ward 1983; see also chapters by 
Stewart et al. and by Harris for discussions of ring evolution via viscous shear 
stresses). Consequently, if Saturn's rings originated from a narrow source 
zone (viz., disintegration of a satellite), gravitational instabilities could have 
been dominant early in the system's evolution. 

At this point an important caveat must be mentioned. The fragmentation 
of the preplanetary disk as described above may only occur if the gas phase 
does not appreciably excite random particle motions, because if gas turbu
lence is present (see Sec. II below), it may keep the random velocity above 
Ver• One possibility is that longer wavelength instabilities caused by gas
particle friction may then operate to increase the local surface density until 
fragmentation is possible (Ward 1976a). Alternatively, accretion may proceed 
via individual particle collisions instead of through collective gravitational 
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forces. However, for such accretion the rebound velocity must be :,;;: Ve (the 
escape velocity of the colliding particles) in order for their mutual gravita
tional attraction to hold on to the impact products. Since Ve = 10...aa cm s-', 
where a is the particle radius, for cm-sized grains Ve ~ 10_. Ver· Hence, if the 
instability is not operating, this also precludes accretion solely due to mutual 
gravity among particles unless the coefficient of restitution is quite low. In 
any case, once km-sized objects are predominent, collective gravitational 
forces cannot be effective at generating further growth and individual particle 
collisions must indeed become the subject of study. 

Impact Accretion. To proceed further, a case must be made that a disk 
composed of km-sized planetesimals will relax to a state wherein the relative 
velocities do not greatly exceed Ver· Such a case is made as follows: if 
particles are assumed to lose a fraction f3 of their random kinetic energy as a 
result of collisions, the damping rate of their dispersion velocity is 

dv2 / dt ~ {3v2(3<rfl/4pp a) (3) 

where PP is the body density of the accreting objects. Note that, although the 
planetesimals are arranged in a disk that is thin in comparison to the solar 
nebula, it nonetheless has a finite scale heighthd. This height is approximately 
the distance particles rise with a relative velocity v before the vertical compo
nent of the solar gravity returns them to the disk, hd = v/0. The spatial 
density Pd of condensible material is thus simply equal to <rlhd and the flux 
pdv = <TO is independent of the particles' random velocity v. 

On the other hand, near misses among particles tend to excite relative 
velocities. This scattering process acts like a viscosity in converting directed 
orbital motion of the whole disk into random motions among the con
stituent particles (Safronov 1969; Kaula 1979; Stewart and Kaula 1980). 
A typical increment in velocity produced by a near encounter is given 
by v ~GM/>..2(A/v) ~ GM!v>.. where >.. is the impact parameter and v is the 
relative approach velocity. Summing the contributions from over the range of 
possible >.. 's ( < h d) as a random walk process, 

(4) 

The disk relaxes to the point where its damping and excitation rates are equal 
(Safronov 1969). This condition turns out to be a stable equilibrium and the 
dispersion velocity is 

(5) 

Particle collisions are expected to be reasonably inelastic so that their equilib
rium velocity is on the order of their escape velocity, and it is plausible to 
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expect net accretion to result from their mutual collisions. [Note that equilib
rium is possible even if the fractional energy dissipated per collision /3 does 
not depend on velocity. On the other hand, in a planetary ring it may well be 
that v >> Ve and the principal source of excitation is (nonaccreting) direct 
collisions instead of near misses. Random motions increase at a rate dv2/dt ~ 
v(rd0/dr)2, with the viscosity in tum related to the dispersion velocity as v ~ 
v20-'(r + lfr)-' (Goldreich and Tremaine 1978). Consequently, equilibrium 
is only possible if /3 is dependent on velocity. For real materials, this turns out 
to be the case (see the chapter by Borderies et al.).] The dimensionless parame
ter 0, defined by Eq. (5), is often called the Safronov number. Its value may 
depend on additional assumptions of particle size distribution, gas drag ef
fects, etc., but is usually of order unity (Safronov 1969). In this case the rate 
of particle growth is simply da/dt ~ crO/pp ~ 10 cm ye' at 1 AU and a 
100-km-sized object could be accreted in= 10" yr. 

Growth from 1 to 100 km may proceed at a rate considerably faster than 
that of the above argument through runaway accretion (see e.g. Greenberg et 
al. 1978;Wetherill 1976;Greenberg 1979, 1980). This process comes about 
because a very flat particle size distribution with relative velocities on the 
order of their escape velocities is unstable to the introduction of a somewhat 
larger object, i.e., the size differential grows rapidly. A larger object ofradius 
R immersed in the swarm is able to bend the trajectory of approaching objects 
considerably more than a typical target can. As a result, the rate of growth in 
radius for the large object is enhanced by a factor 1 + (R la )2. This rate can 
become so large that, if valid throughout the accretion process, planet-sized 
objects would emerge on a very short time scale. 

The validity of this argument, however, breaks down before planet-sized 
objects are achieved because of the system's overall orbital motion about the 
primary. As the cross section gets large Keplerian shear, not velocity disper
sion, determines the approach velocity (see e.g. Ward 1976a,b; Weidenschill
ing 1977). In effect, the cross section is limited to the Roche lobe of the 
growing object, L 2 ~ r(m/3M)½, where r is the distance to the primary and m is 
the mass of the accreting object. Consequently, rapid accretion will proceed 
only as long as the amount of material contained in an annulus of width 2L 2 

centered on the object is greater than the mass of the object sweeping it up. 
This allows the differential rotation of the disk to continue to supply material 
to the Roche lobe. The limiting size of the rapid growth phase is determined 
by the condition 2rrr<r(2L,) ~ m, which implies a mass limit of order 1025 g 
for the inner solar system in a minimum mass model. The resulting sublunar
sized planetoids have radii ~ 102 to 103km. The growth interval is actually 
determined by the differential orbital time for particles at the boundaries of the 
accretion annulus T ~ n-' (a/L 2). Since there are 102"/1025 = 10' planetoids at 
the end of this phase, a/L, is ~ 103 and the growth time should be a few 
thousand years (see, however, Wetherill and Cox [1982] for other effects that 
may limit runaway growth). 
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Terminal Stage. The final stage of the accretion process presents the main 
bottleneck to the overall scheme outlined here. Since the differential rotation 
of the disk no longer generates close encounters by simply causing particles to 
drift to within their Roche lobes, further collisions must rely on substantial 
radial excursion of the particles. This could be accomplished by orbital eccen
tricities. The dispersion velocity necessary to guarantee collisions is ~ ean 
~oon where oo is the differential semimajor axis among the N growing 
particles of radius R, i.e., oo ~ a/N. Consequently, the necessary v for 
impacts is proportional to R 3 while the escape velocity is proportional to R. 
Thus, the cross section must necessarily shrink toward geometric size. For the 
final stages of the accretion process, the growth rate for a typical accreting 
object is again ~ <rn! p ~ 10cm ye', producing terrestrial-sized planets in 
~ 10' to 10" yr from the start of accretion, although some sublunar-sized 
objects may be produced in only a few thousand years. 

The situation is even more complicated in that it is not obvious that the 
high dispersion velocities necessary for impacts can be achieved throughout 
the growth process. Accretion could stall at a stage with too many planets and 
with relative velocities too small to promote further growth. This difficult and 
important problem has been most successfully approached numerically. The 
first efforts, which followed the evolution of 100 lunar-sized objects in the 
terrestrial zone with a two-dimensional numerical code, illustrated that stall 
down of the accretion process was, indeed, a real concern (Cox 1978; Cox and 
Lewis 1980). Most outcomes resulted in a relatively large number of planets 
(~ 10) in the inner solar system (see Fig. la,b). Extension of the code to 
three dimensions, ho_wever, improves the situation in that there is an en
hanced probability of scattering relative to physical collisions (Wetherill 
1980; Wetherill and Cox 1982). Results are more promising in that 
"solar-system-like" outcomes can be obtained as in Fig. le. However, not all 
important physical processes have yet been included in the models and any 
additional dissipative mechanisms (such as gas drag, eccenticity damping 
by density waves, collisions with large numbers of small objects perhaps 
produced by Roche lobe encounters, etc.) may still be capable of stalling 
the system (Wetherill 1980). Further work on this problem is in progress. 

At any rate, even if one is convinced that accretion can overcome such 
obstacles and go to completion, the time scales obtained by these numerical 
simulations, ~ 10' to 10" yr, may pose a problem if some of the newer ideas 
concerning the behavior of the solar nebula are correct. We will return to 
this point in Sec. II.A, but first we look at the major competitor to the 
planetesimal theory, the massive nebula theory proposed by Cameron and 
coworkers. 

B. Massive Nebula with Giant Gaseous Protoplanets 

Cameron's approach is dictated by the belief that a star of solar mass 
surrounded by a low-mass nebula is an unlikely outcome for the collapse of an 
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Fig. I. Numerical calculations of multiplanet accumulation final states. (a) Two-dimensional 
calculations: (I) Cox (1978) and (2) Wetherill (1980). For the initial eccentricities chosen, 
an excessive number of terrestrial planets result. 
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Fig. lb. Two-dimensional calculations by the same authors showing the smaller number of 
planets formed if large values of initial eccentricity are used. 



668 

0.4 

W.R. WARD 

THREE DIMENSIONAL ACCRETION: 

INITIAL DISTRIBUTION SURFACE DENSITY INDEPENDENT OF HELIO
CENTRIC DISTANCE 

( MATCHES OBSERVED ANGULAR MOMENTUM AND ENERGY) 

16 39 34 II ... 1-+-i 1-+-i 

15 30 25 29 
1-+-i f+-1 f+-j 

13 42 21 24 
f+-1 1-+i 1---i f---+---i 

I 

0.6 0.8 1.0 12 1.4 1.6 1.8 2.0 2.2 

HELIOCENTRIC DISTANCE (A.U l 
C 

2.4 

Fig. le. Three-dimensional calculations with low initial eccentricity (emax = 0.05), leading 
to a small number of planets (from Wetherill 1980). 

interstellar cloud (Cameron 1978). Instead, a typical interstellar cloud frag
ment would have so much angular momentum that its collapse product would 
most likely be a large disk with only a small central condensation; the Sun 
would then be a secondary consequence of the viscous evolution of this disk. 
Accretion disk studies tell us that since viscous stresses dissipate energy in a 
gas disk with Keplerian shear, the structure seeks a lower energy configura
tion wherein most of the material drifts toward the center of the system while a 
small amount of material drifts farther away carrying most of the angular 
momentum (Lynden-Bell and Pringle 1974). This is the same process that 

attempts to spread planetary rings (see chapter by Stewart et al.). If the Sun 
is to form in the center through this process, the disk must originally have 
more than a solar mass. Cameron's model disks are also extensive in radius, 
i.e. - 10' to 103 AU; hence, the surface density in these regions is - 102 

to 10" g cm-•. 

Disk Evolution and Stability. The disk is assumed to exhibit vigorous 
turbulence. A number of mechanisms are proposed for its generation: convec
tive overturn in the vertical direction due to high grain opacity, meridional 
circulation in the disk, and mismatch between the angular momentum of 
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infalling and already orbiting material. The assumed kinematic viscosity v is 
on the order of the sound speed times the scale height and the time scale for 
viscous evolution of the nebula T ~ 10• yr. Figure 2a shows numerical 
calculations of the mass of the disk as a function of time (Cameron 1978). The 
mass increases during the infall stage and then drops off on a time scale of 
~ 10° yr. The mass loss has two sources: drift towards the center where the 
Sun is forming, and loss off the surface of the disk itself. In the latter case, 
mechanical waves produced by the strong turbulence in the nebula propagate 
into the higher, more tenuous parts of the nebula, depositing their energy, 
heating the gas, and driving a coronal wind. Figure 2b shows the radius of the 
disk as a function of time. The growth in radius accompanies the infall stage; 
the later decrease in radius is a direct result of the coronal wind phenomenon. 
If mass were lost by its inward drift alone, the outer rim of the nebula would 
continue to grow, with material convecting the angular momentum content to 
a larger radius. The same process acts in planetary rings unless they are 
confined by satellite torques (see chapters by Borderies et al., Dermott, and 
Stewart et al.). 

Since the solar mass is initially distributed throughout a disk, the location 
in the disk for a given specific orbital angular momentum changes with time 
as a system evolves. Fig. 2c shows the disk position with time corresponding 
to the specific orbital angular momenta of the present-day planets. Even 
material eventually making up the inner planets originated at distances quite 
remote from the center of the system; hence the gas disk exhibits less stability 
at great distances. As mentioned earlier, the critical velocity for random 
motions to stabilize a particle disk is ~7r Gu/0. Broadly speaking, this 
criterion applies also to gaseous disks. For u = 103 g cm-• andR = 100 AU, 
Ver = 105 cm s-'. Since the sound speed is basically a measure of molecular 
velocities, it is clear that the disk is on the verge of instability at these 
distances. Cameron suggests that the nebula did indeed break up under self
gravity, producing gaseous protoplanets. Much of his work has been con
cerned with investigating the evolution of such objects through standard tech
niques of stellar evolution. 

Protoplanetary Objects. Objects with masses on the order of Jupiter's 
mass contract slowly on the Helmholtz time scale of ~ 10° yr until their 
interiors heat to the point where dissociation of hydrogen is possible. This 
furnishes an energy sink which allows a rapid hydrodynamic collapse. How
ever, in an even shorter time, objects of Jovian mass evolve internally in a 
manner similar to the first fractionation step of the minimum mass nebula 
model: grains form and begin to settle together. The interiors of the smaller 
objects have regions where iron grains may pass through a regime of liquid 
stability, further promoting efficient grain growth (Slattery 1978;Decampli 
and Cameron 1979). The settling time through the body of the protoplanet is 
on the order of hundreds of years. Whereas in the minimum mass nebula 
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Fig. 2c. Variation with time of the orbital radii of regions of planet formation, centered on 
specific angular momenta of the present planets (from Cameron 1978). 

model this settling process only collected material over one dimension down 
into a thin disk, Cameron's assumption that the gas phase of the nebula is 
partitioned into spherically bound structures (protoplanets) allows grains to 
collect over all three dimensions, forming a planetary core as a direct product. 
For Jovian-sized protoplanets, such a hypothetical core should have a mass 
comparable to the mass of terrestrial planets. If the object later undergoes 
hydrodynamic collapse, the resulting structure resembles an early stage of the 
giant planets and over - 109 yr does indeed converge toward their structure 
(Bodenheimer 1976; DeCampli and Cameron 1979). 

However, not all protoplanets will follow this route. The gravitational 
stability of such large distended objects depends in part on the tidal gravita
tional field exerted by the primary. Since the solar nebula configuration is 
evolving on a time scale of 10' yr, this tidal field is changing. Also the orbital 
position of these protoplanets is drifting inwards as the nebula concentrates in 
the center. Basically, the gaseous protoplanets become unstable when their 
radial dimension exceeds their Roche lobe. Cameron suggests that what his
torically separated terrestrial and giant planets is just the stability of their 
precursor protoplanets; the inner solar system constitutes that region where 
protoplanets became tidally unstable to disruption before they were able to 
undergo hydrodynamic collapse. The terrestrial planets are the remnant cores 
of these early structures. 

More comprehensive treatments of the material discussed in this section 
can be found in various review papers including: Wetherill (1980), Cameron 
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(1978); Ward (1976a ), and references therein. The model descriptions pro
vided here are not intended to be complete, but serve only as a background for 
the discussion of several current problems addressed in Sec. II. 

II. CONTEMPORARY ISSUES 

This section addresses several new topics which promise to change our 
thinking in important ways. Some of these concepts, such as the possible role 
of resonances and density waves in planet formation, have come to us through 
recent planetary ring research. 

A. Nebula Stability and Evolution 

Formation of the Nebula. Clearly, an issue of pivotal importance is the 
mass of the primordial nebula. This is the primary point of connection 
between theories of solar system origin and of stellar formation. Indeed, it 
was upon this basis that massive models of the solar nebula were first 
constructed, i.e., a large (-M 0 ) disk was thought to be a more probable out
come of the collapse of a typical interstellar cloud (Cameron and Pine 
1973;Cameron 1973;Cameron 1978). A critical bifurcation point of nebula 
models occurs when the disk-to-primary mass ratio is large enough to render 
the gas structure itself gravitationally unstable. High versus low mass nebulae 
(with respect to this criterion) follow radically different evolutionary paths. 

Recent studies of disk formation have clarified the conditions under 
which nebulae of various mass are likely to form (Cassen and Moosman 
198l;Cassen and Summers 1983). The critical parameter is the total angular 
momentum J of the cloud fragment M. The collapse phase will occur over a 
time scale TM - GM/2c' from an initial radius - GM/2c 2 • The resulting 
nebula radius will, in general, be ~ RcF = J2/k2GM" where k is the gyration 
constant of the original cloud. However, if the effective viscosity v of the 
cloud is large enough to set a diffusion length R v = (v-rM)½, that exceeds RcF, 
then this property determines the nebula's scale by the end of collapse. Thus, 
the ratioP = (RvlRcF? = (v/2) (GM!c)" (KMIJ)' essentially divides high mass 
(P << l) from low mass (P >> l) models, and the resulting disk-to-pri
mary mass ratio is -kP-¼ (Cassen and Summer 1983). Cameron's models use 
J - 8 X lQ53 g cm2 s-', M = Mv + M 0 - '2M. 0, c - 0.52 km s-', k = 
0.4, and v -1011-101" cm2 s-'. Thus P -0.1-1.0, yielding comparable 
disk and primary masses. However, for J = 5 x IO" g cm" s-' (the minimum 
angular momentum found by augmenting the current solar system to solar 
abundances), k = 2/9, v = 101• cm2 s-', c -0.3 km s-', andM -M 0 , one 
obtains P - 3 x 10• and M v/M 0 - 10-•, which is the right order of magni
tude for minimum mass models. At present, it does not appear possible to 
exclude either of these extremes, or intermediate values for that matter, on the 
strength of current ideas concerning stellar birth. Nevertheless, the motiva
tion for postulating a massive nebula in the first place is weakened by the 
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demonstration that a low-mass nebula can form via interstellar cloud col
lapse under plausible conditions. 

Nebula Fragmentation Scale. Although Cameron makes a case for insta
bility in a massive nebula, this argument is not well connected to the proto
planetary mass required to produce terrestrial-sized objects at protoplanets' 
cores. It was noted earlier that the typical length scale for instabilities (aside 
from numerical constants) is A - Ga/02 , and that the amount of mass in
volved is M - aA.2 

- G 2a 3/fl4
_ In the case of the minimum mass model, the 

mass of the debris disk aR 2 
- Md < < M 0 and consequently M <<Md· But in 

Cameron's model the mass of the gas disk M O - M 0 so that a fragment may 
constitute a fair fraction of the disk and greatly exceed a Jovian mass (see e.g. 
Cassen et al. 1981). Even if an argument could be made that a typical instabil
ity only has a Jovian mass, there could be up to -103 such objects. And these 
in tum would engage in rapid encounters and collisions, similarly to the stage 
described as following the breakup of the debris disk in the minimum mass 
model (Lin 1981). It is difficult to determine whether objects would tend to 
coalesce upon collision or simply to tear each other apart. In fact, since the 
internal energy dissipation of a fragment may be much less than the inelastic 
collisions that dominate the breakup of a debris disk, the instability may not 
collapse but instead assume the form of a spiral density wave (Cassen et al. 
1981). At any rate, the sort of quiescent, isolated environment in which the 
slow evolution of the giant protoplanets have been studied is not at all assured. 
Cameron (1979) has pointed out that the protoplanets may generate zones of 
avoidance via tidal action on the disk. However, this endangers the long-term 
stability of the system by introducing complications concerning the eventual 
separation of the planets from their precusor disk (see comments on tidal 
barriers at the end of Sec. 11.B). Ironically, a major obstacle to Cameron's 
model is that, having made the case that a very massive nebula can fragment 
and bind itself gravitationally, he must then prove essentially the reverse case 
and account for why 99.9% of the material did not eventually become incor
porated into the planetary system. 

Turbulence and Accretion Disk Theory. One important contribution of 
Cameron's work that is potentially germane to any nebula model is his appli
cation of accretion disk theory and demonstration that a turbulent nebula 
evolves very rapidly. Although the mechanism of meridional circulation 
suggested by Cameron as a driver of turbulence now appears inadequate 
(Cabot 1982; Cameron 1983), recent models of the minimum-mass nebula 
nevertheless strongly imply that turbulence is inevitable (Lin and Papaloizou 
1980;Lin 1981;Lin and Bodenheimer 1982). In these models the radiative 
transport properties of grains in the nebula render the structure convectively 
unstable in the vertical direction. The resulting convective eddies also couple 
the flow field in the radial direction producing an effective viscosity v - v//fl 
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where Ve is the convective velocity calculated from mixing length theory. This 
turns out to be similar in form to the viscosity law adopted by Cameron with 
the viscosity related to local dissipation and heat transport in a self-consistent 
manner. The deduced time scale for significant nebula evolution is compara
ble to that found by Cameron, i.e. -·10• yr. 

If unavoidable, this result raises at least two important issues. First, 
convection may keep the dispersion velocity too high to allow gravitational 
instability among the small particles that have settled to the rnidplane. This 
places new emphasis on finding either a mechanism for growth through the 
cm to km size range or a mechanism that would cause such convection 
eventually to die out. One possibility is that turbulence actually promotes 
growth among very small grains, thereby converting µ.m-sized particles, 
which furnish most of the opacity, to cm-sized ones; the resulting drop in disk 
opacity could conceivably make convection self-limiting (Weidenschilling, 
personal communication). 

A second concern about the IO" yr lifetime for the solar nebula is that it is 
much shorter than the accretion time scales derived in the impact process. 
Earlier calculations suggested that 100-km-sized objects could form rapidly 
(in<< IO' yr), which would seem to leave the way clear for the nebula to then 
be dispersed, with sizable objects left behind to accumulate further on a much 
longer time scale. This might be the case except for the fact that the giant 
planets, by virtue of their volatile content, must predate nebula loss. In a 
minimum mass model, giant planets are assumed to have formed by gas 
accretion on a pre-existing core (see e.g., Mizuno 1980). These cores them
selves have accumulated from solid material (including water and ammonia 
ices) by an impact accretion process similar to that discussed for the formation 
of terrestrial planets and with a time scale as long and perhaps longer, i.e. , 
- 10•-• yr. Hence, there is an apparent dilemma, and one challenge that faces 
researchers is to find a mechanism which can lead to much more rapid ac
cumulation of planetary-sized objects, both in the inner and outer solar sys
tem. At present, only Cameron's model seems capable of forming planets on a 
time scale as short as IO' yr. Note that the terminal stage planetesimal growth 
rate discussed in Sec. I.A depends only on three parameters: 0, pp, and a-. 
Since O and PP are clearly not subject to much variation, the key may be in 
finding ways to enhance the local surface density available for accretion. 
Increasing the eccentricity and dispersion velocity of the particles does not in 
general change the average surface density; changing their sernimajor axes 
would be required. 

B. Planet-Nebula Tidal Interactions 

The application of density wave theory to solar system problems has been 
one of the major developments of the last five years. These concepts, origi
nally developed to explain the be~avior of large stellar disks, have proved to 
be powerful tools for the investigation of planetary rings, especially in the 
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context of ring perturbations by satellites. These ideas are only beginning to 
be incorporated into cosmogonic models, and the integration of density-wave 
theory with accretion-disk theory promises to significantly constrain modeling 
of early events. 

The Torque Density. A planet or planetesimal embedded in a gas disk 
disturbs the latter's Keplerian velocity field. The perturbations are especially 
pronounced at Lindblad resonances, i.e., positions where the local epicycle 
frequency K of the gas equals the time variation of a particular component of 
the satellite's disturbing function as seen in the local moving frame, i.e. ± K = 
m(Dp -D), where DP is the pattern speed (see the chapter by Shu). The 
nebula's response involves complex wave phenomena which can redistribute 
angular momentum. The resulting flow pattern takes on a spiral form that 
opens up near resonance and couples to the nonspiral potential of the planet, 
allowing for a mutual torque. Waves launched at the inner (outer) Lindblad 
resonances carry negative (positive) angular momentum and must be damped 
before this momentum is permanently transferred to disk material. If the 
damping length of the waves is long compared to resonance spacing Ct damping 

> r m _,), individual gaps do not open and the damping is termed ''smooth'' 
(Goldreich and Tremaine 1980). In such a case a torque density can be 
defined, 

dT/dr =sgn(x) fG 2M2ur/D2x• (6) 

where x is the distance from a planet of mass M, andf is a constant of order 
unity. This same basic form was also derived by Lin and Papaloizou (1979) 
from an impulse point of view (see also Greenberg 1983; chapter by 
Dermott;chapter by Borderies et al.). For a Keplerian disk, Goldreich and 
Tremaine (1980) findf = 2.5. Equation (6) is only valid for x >> c/D, 
where c is the gas sound speed. Inside a scale height the torque density de
parts precipitously from the x-• profile. Figure 3 taken from Goldreich and 
Tremaine shows the nature of this cut-off. There is some dependence on the 
stability parameter Q = cD!rr GCT of the disk. Particle disks typically have 
a lower Q than the solar nebula, a point to which we will return below. 

Radial Drift. The total torque between disk and planet is obtained by 
integrating Eq. (6) throughout the disk. Although the sign reversal makes 
inner and outer torques largely compensatory, the planet may neverthe
less experience a net torque as a result of general gradients in disk prop
erties (Goldreich and Tremaine 1980). Because of the steep weakening of 
torque with distance, disk material in the vicinity of a scale height will be 
most important. To facilitate computation, we approximate dT/dr inside 
X* = 1.5c/D with (dT/dr)x=x* where X* is chosen so as to provide the 
same total disk torque for a constant density disk as the Q = oo case of 
Goldreich and Tremaine. Expanding CT to first order in x/r, neglecting 
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any slow variation in other quantities, and integrating over the local region 
yields a net torque which can then be set equal to the rate of change of the 
planet's angular momentum to crudely estimate an orbital drift rate: 

dr [ d(ln a-) ] M ). ( u-r2 
) ( rO )' 

~=-4 d(lnr) (M 0 M0 -c-rO. (7) 

Labeling the logarithmic derivative as S = d(ln u-)/d(ln r), Eq. (7) im
plies a characteristic drift time Tctrm ~r/r ~2µ,-• (T, a' ½/u-2S) yr, where 
µ, = M/M 0, T = T2 x 102 K, <T = u-2 x 102 g cm-• and a' is the heliocentric 
distance in AU. 

By comparison, the orbital drift time due to aerodynamic drag (see e.g. 
Whipple 1972; Weidenschilling 1977), is of order T drag ~ lO(C vO)-' 
(rO/c)'(pP R/u-) = IO"(pp Rkm!Cv<r2 T 2

1) yr. The quantity C0 is the drag 
coefficient, which for objects large enough to generate a turbulent wake is 
of order unity. Density wave induced drift is faster than that due to aero
dynamic drag for objects with radii ;?; 3 x 102 T 2 i a ,t (C vi Si PP -1 km. 

If a drifting object accretes the bulk of the resulting flux of smaller 
particles across its orbit, its characteristic growth time is T growth ~ M /M 
~ M /21r r<T d r ~ /J-d _, T 2 a'!/ <T 2 S yr, where <T d is the surface density of accre
table debris and /J-d = 1T<Tdr 2/M 0 . Assuming /J-d ~ 6 X 10-", T2 ~ 7, 
<T, ~ 10, and a' ~ 1 for the inner solar system, Tgrowth ~ 10' s-• yr; if 
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instead µd ~ 10_. (ice + rock), T, ~ 3, <T, ~ 1, and a ' ~ 5.2 are chosen for 
the Jovian region, a similar time scale is still obtained; finally for µ,d ~ 10_. 
(ice+ rock), T, ~ 1, <T, ~ 0.1, and a' ~ 30, Tgrowth ~ 10• s-• yr in the 
outer-most solar system. For planetary-sized objects (R = R. X 103 km) 
these times are much shorter than accretion time scales typically ascribed 
to the process of gravitational relaxation of a planetesimal disk, i.e. 
T ~101 R.ppa'1!<Td yr. Hence, density waves have the potential to con
siderably alter our view of the accumulation process. In particular, Eq. (7), 
taken at face value appears to compliment aerodynamic drag in providing 
radial mobility for accreting objects of virtually any size. 

Gap Formation. Because Eq. (7) depends most sensitively on disk mate
rial within a few scale heights of the planet, radial drift might be aborted if 
local damping of density waves alters the nebula properties in this region. 
If the damping is smooth but local (i.e. h >xdamp1111 >r/m') and if the diffu
sion time scale is very long, a gap of width x >h could be cleared in a time 

(8) 

However, if the planetesimal is of low mass, the time it takes to drift a 
distance x, ~ (x/r) Tdrtft, may be less than Eq. (8), thus not allowing enough 
time to clear a gap. The smallest stable gap width should be of order c/fl ~ h, 
implying that a mass M>M * is necessary for gap development, where 

(9) 

(Hourigan and Ward 1983). In Eq. (9), C, is a constant oforderunity. For the 
values of <T2 , T,, and a' used above, M* ~ 1021-102" g, encouragingly close to 
planetary scale. 

On the other hand, M >M * does not guarantee a gap. If the nebula has 
an appreciable viscosity v, the time necessary to close a gap by diffusion 
Tct;rr ~ x'lv, may still be less than Eq. (8). This establishes a second critical 
mass which must also be exceeded, 

(10) 

In Eq. (10), the substitution v = ac 2/fl, a< 1, has been made to parameterize 
an effective turbulent viscosity. Molecular viscosity of the nebula is too small 
to be dynamically significant. Note thatµ., >M*/M0 ;for a> 10_. <T,a '¼/T2¼, 
and then Eq. (10) supersedes Eq. (9) as the gap criterion. 

Wave Damping. Neither Eqs. (9) or (10) properly take into account the 
possibility that wave damping may not be local. Goldreich and Tremaine 
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1978, 1980) and Shu et al. (1983) consider two damping mechanisms that 
are effective for particle disks such as Saturn's rings: viscous damping and 
nonlinear waves (see chapters by Borderies et al. and by Shu). The efficacy of 
these mechanisms in the solar nebula environment must be examined. 

The Lin-Shu dispersion relation for density waves can be written in 
nondimensional form as 

2khQ-' - (kh)2 = (K/D)2 - m" (1 - f!slfl)2 = D/f!2 (11) 

where D = 0 at exact resonance. Figure 4 shows the general form of Eq. (11) 
for an inner Lindblad resonance. Expanding D to first order in (x - xL)lr 

where xL = -3/2(r/m) locates the m th Lindblad resonance from the planet, 

(12) 

Waves launched at an inner resonance are long trailing waves that propagate 
toward the planet and carry negative angular momentum at the group velocity 

c0 ~ sgn(k) (1r G<T-kc 2)/[m(f!-f!,)]. (13) 

However, the group velocity vanishes when kh = Q-' andD/f!2 = Q-'. The 
location x F ~ x L (1 - Q-•) where this occurs marks the boundary of 
a forbidden zone. Inside the zone the wavenumber given by the Lin-Shu 
dispersion relation is imaginary. If the waves have not damped upon 
reaching XF they do not penetrate the forbidden zone, but instead are re
flected. For large Q this reflection is nearly complete and the waves become 
short trailing pressure waves propagating away from the planet. The waves 
can now leave the vicinity of the resonance eventually to transfer their 
angular momentum to remote portions of the disk. Such behavior will not 
contribute to local gap clearing. 

Particle disks typically exhibit marginal gravitational stability and thus 
have Q ~ 1. In addition, they are relatively cold and flat, i.e. for Saturn's 
rings h/r ~ 10-•. As a consequence, the forbidden zone lies near the planet, 
and if waves can propagate that far their radial wavenumber must become of 
the order of k ~ h _,. The scale of oscillation thus shortens considerably. If the 
angular momentum flux is conserved, this shortening is accompanied by an 
increase in the amplitude of the density perturbations <T' . The waves become 
nonlinear and can be expected to shock when <T'l<T ~ 1. This requires a 
wavenumber 

k,vLh ~ [(3/m) (<Th 2/M) (M0 /M)]½ (14) 

where M O is the mass of the central body. For Saturn's rings, k,v~ << 1 and 
nonlinearity is predicted well before reflection at xF, 
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By contrast, for the solar nebula, Q = 7 X 102 T,½/U", a'1 and thus the 
fractional distance to the forbidden zone (xF - x 1,)/(-x1,) ~ 2 x 10-6a ''\r:IT2 • 

From Eq. (14) w~ e_xpect nonlinear waves w_hen kN1h ~ J.L-' (3~/mM0)½ 
(c/0) ~ 1.5 x IO 411- (U"2T2 a' 3 m-')½. For this to be achieved pnor to re
flection requires kN1h <Q-' or J.L >0.1 T2(mU",)½. This is unlikely even for 
a Jovian-size object with J.L = 10-1 • Subsequent to reflection, Eqs. (11), 
(12), and (14) can be combined to predict nonlinear waves at a distance 

The most important resonances occur near the torque cutoff, i.e., where 
m ~ r/h. For these, V'.NL - xdlxL ~6 x 10-•0 J.L-2 U"2 T/ad· For Jupiter 
this gives ~ 0.2<r,T} and local nonlinearity is reasonably likely; for the 
Earth (J.L ~ 3 X 10-"), yielding ~ 67<r 7 2 

1 and the waves probably do not 
damp locally. 

The second damping mechanism utilizes the same viscosity v that pro
motes gap closure by diffusion. Goldreich and Tremaine (1980) give a viscous 
damping length of 
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3/Q3 2 02 )¼ & Q 1 Xv -r(c m 11ru 1or -

(16) 

Xv -r(c3/m½urfl2)i forQ >> 1. 

For a particle disk of optical depth T, 11 - c 2T/!l(l + T2) and xv - (r/Q) 

[(1 + T2)IT ]½ (h/r)1 m -¥., which for T - 1 and m - r/h gives a damping length 
- h < < r. In the case of a turbulent nebula, 11 - ac2 I !l and 

(17) 

which, for the most important resonances, is xv - a-1h. Since a < 1, 
xv exceeds a scale height, which for the nebula is not that small. Com
parison of Eqs. (10) and (17) reveals that for an a just small enough for 
a planet to open a gap, x vlh - 2 X 10----" (T2 a ') i ILv -½. For Jupiter this value 
is - 2; for the Earth it is - 50. The latter in fact violates the assumption 
of local damping used to derive Eq. (10). Consequently, Eq. (10) probably 
underestimates the critical mass needed to clear a gap for objects smaller 
than a Jovian mass, unless other damping mechanisms exist. 

Tidal Barriers. The opening of a strong gap and the truncation of the 
nebula may introduce still another problem. Planet-disk interactions can act as 
a barrier to the radial flux generated by viscous evolution of the nebula as a 
whole. The otherwise slowly varying disk gradients can become replaced by 
a strong density discontinuity across the planet's orbit as nebular material 
is inhibited from drifting sunward. This may override the stabilizing influ
ence of the gap and initiate orbital decay (Ward 1982). In a sense, the planet 
becomes linked into the momentum transport of the disk and may ulti
mately suffer its fate. On the other hand, a disk turbulent enough to 
prevent a gap for µ, - 10-a may be too short-lived to allow accretion 
of the Jovian core, i.e., the disk's characteristic viscous evolution time is 
T =r2 /11 =n-' µ,-'(h/r) 3 -3Tfa 13 yr. Setting a I -30yieldsT-105 yr. 

III. CONCLUSIONS 

I have briefly touched on several potentially key issues for future cos
mogonical research. Of crucial concern are the large-scale viscous evolution 
of the nebula and the role of density waves in shaping the concomitant 
interaction of the disk with the newly formed planetary system. Both these 
phenomena are so powerful that our view of early solar system events may 
change markedly as we attempt to incorporate their influence and mutual 
interplay into model construction. Much progress needs to be made, and I 
close by mentioning several promising topics of study: 



SOLAR NEBULA 681 

I. The mass of the solar nebula is still not well determined. Although cir
cumstantial evidence has been interpreted as indicating a large mass, the 
argument is weak (see e.g. Cassen and Summers 1983). The difficulties 
introduced by the excessive mass of such a system provide an argument at 
least as persuasive against this model, given our current state of knowl
edge. Clearly, the discovery and observation of young stars where disk 
and possibly planet formation are thought to be occurring would help 
to resolve this question. Barring this, further modeling efforts to explore 
the divergent ramifications of different mass assumptions may reveal 
further boundary conditions that shed light on this issue. 

2. Was the nebula turbulent? This question is also central to any understand
ing of early events. Not only does it greatly influence the viability of 
certain other processes such as gravitational instabilities in the debris 
disk, but it sets the time scale available for planet formation by con
trolling the rate of viscous evolution of the nebula. Lin, Papaloizou, 
and Bodenheimer's argument for turbulence is convincing but not 
conclusive. The required opacity is furnished by grains which, in tum, 
remain dispersed vertically by the very convection they are responsible 
for generating. On the other hand, the grains' size distribution may be 
modified by accumulation mechanisms, and the long-term ( ~ 10' yr) 
persistence of turbulence has not yet been established. 

3. The density wave mechanism has not been properly adapted to the envi
ronment of a hot disk capable of sustaining appreciable pressure gra
dients. In addition to the dissimilarities between particle and gaseous 
disks outlined in Sec. II.B, pressure gradients can alter the gas orbital 
profile O(r). Indeed, it is just this trait that accounts for the systematic 
differential velocity between gas and particles (which are not so influ
enced) that brings about aerodynamic drag effects. Pressure gradients 
can alter both O and the epicyclic frequency K, causing a shift in the 
locations of the various Lindblad and corotation resonances. Lunine and 
Stevenson (1982) assert that the resonance locations move away from the 
planet on both sides if a gap begins to open, weakening the torques and 
thus inhibiting gap formation. On the other hand, in the absence of a gap 
resonances are still shifted in position by the pressure gradient associated 
with the same large-scale gradients in nebula properties used to justify 
planetesimal drift, Eq. (7). In this case, the sign reversal point of Eq. (6) 
is not at x = 0, but is displaced in the direction of the pressure gradient 
by Sx ~ h 2/r. This trend may largely compensate for the net torque 
due to da/dr, and the magnitude and even direction of any planetesimal 
drift is in reality still problematic. Futhermore, the sign reversal point 
marks the position of a strong corotation resonance (zero-order in the 
planet's eccentricity) that could increase the likelihood of nonlinearity 
and wave shocking, thus promoting gap formation. Clearly, this problem 
must be addressed before any of these complications can be unraveled. 
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4. Density waves could be sustained independently by a sub-disk of particles 
embedded in the nebula. Since the Q of such a structure would be rela
tively low, the waves would propagate toward corotation, i.e. opposite to 
waves traveling in the gas medium. In addition to damping mechanism 
considered in section II.B, gas-particle friction may couple the two com
ponents, drawing momentum from the particles. Such an action might 
interfere with the object's accretion efficiency, possibly opening gaps in 
the particle disk. On the other hand, the collective behavior required to 
support wave action should break down when the typical particle spacing 
becomes greater than the first wave length. For a debris disk M 0 com
posed of N particles of equal mass, this critical condition reads N c -

M JM 0 ; for the inner solar system N c - 105 • This problem has important 
implications for the planetesimal size distribution and other effects 
strongly linked to this information such as aerodynamic drag. 

5. Models of the viscous evolution (and dispersal) of a nebula should be 
extended to include post-planetary scenarios, where objects large enough 
to seriously modify the radial flux may be present. The degree to which 
survival of the system is in jeopardy is of particular concern. If in fact it 
proves difficult to extricate the gaseous component from the contingent of 
newly accumulated planets, this itself could give us valuable insight. A 
successful account of this situation may provide much needed clues to the 
sequence and phasing of key early events. 
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FUTURE STUDIES OF PLANETARY RINGS BY SPACE PROBES 

E. C. STONE 
California Institute of Technology 

Recent observations by the Pioneer and Voyager missions have been the basis 
for major advances in our knowledge and understanding of the Jovian and 
Saturnian rings. Future spaceprobe observations offer further opportunities for 
studying the ring systems of giant planets. 

The first spaceprobe observations of planetary rings were carried out by 
the Voyager and Pioneer missions to Jupiter and Saturn. Even though limited 
in time by the brevity of planetary flybys, the missions nevertheless returned a 
wealth of information about planetary rings which is unobtainable by other 
means and which in many instances was completely unexpected. As a result, 
those observations have already had a major impact on our understanding of 
ring systems as is apparent in many chapters in this book. 

This chapter describes further opportunities for ring studies by space
probes, including the Voyager 2 flybys of Uranus and Neptune, the Galileo 
mission to Jupiter, and a possible Saturn Orbiter mission. The results antici
pated from these new studies have been inferred from the results obtained 
from the Voyager and Pioneer encounters with Jupiter and Saturn and are 
discussed in that context. 

I. THE VOYAGER ENCOUNTER WITH URANUS 

The Voyager 2 encounter with Uranus in 1986 is a continuation of the 
exploratory mission to the outer Solar System that began in 1977 with the 
launch of two essentially identical spacecraft. As shown in Fig. l, Voyager 1 
encountered Jupiter in March 1979, returning numerous new observations 
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Fig. I. A view normal to the ecliptic plane of the trajectories of Voyagers I and 2. 

of that planetary system, including the first image of the Jovian ring as 
described in Science (204:945-1007, 1979). Voyager 2 followed closely be
hind, providing additional observations of the Jovian system in July 1979 
(Science 206:925-995, 1979). 

Using the gravity assist of the Jovian flybys, both spacecraft continued on 
to Saturn, Voyager 1 arriving first in November 1980. Among the numerous 
discoveries about the Saturn system reported in Science (212:159-243, 1981) 
were many new aspects of Saturn's rings, including spokes, satellite-driven 
spiral density waves, hundreds of features in the B Ring, two small satellites 
confining the kinked, multistranded F Ring, and the size distribution of parti
cles with radii ranging from several centimeters to 10 meters. 

Following nine months later, Voyager 2 returned additional key observa
tions of the Satumian system (see Science 215:499-594, 1982), including a 
stellar occultation which provided measurements of the optical thickness of 
Saturn's rings with a radial resolution of =s::: 300 m. These data indicated the 
existence of numerous spiral density waves excited by orbital resonances with 
several of the innermost satellites. It was also found that the outer edge of the 
B Ring is elliptical as expected from a 2:1 resonant interaction with Mimas. 
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Voyager 2 used the gravity assist of the Saturn flyby to continue on to 
Uranus and Neptune. Many of the techniques developed for the study of 
Saturn's rings will be employed during the Uranus encounter in January 1986, 
including stellar and radio occultations and high resolution imaging as de
scribed below. 

At Saturn, studies of the rings and associated phenomena were carried out 
by many of the eleven scientific investigations on the Voyager spacecraft. The 
locations of the instruments are shown in Fig. 2, which also depicts several of 
the major engineering subsystems. A more comprehensive description of the 
eleven investigations listed in Table I will be found in Space Science Reviews 
(21:75-376, 1977). Although not explicitly noted in Fig. 2, the four remote 
sensing instruments, ISS, IRIS, PPS, and UVS (see Table I) are mounted on a 
scan platform with two axes of articulation, permitting the instruments to be 
pointed at essentially any target. 

VOYAGER SPACECRAFT 
(NOTE: SHO~ WITHOUT THERMAi 

BLANKETS FOR CLARITY) 

HYDRAZINE THRUSTERS (16) 
FOR ATTITUDE CONTROL AND 
TRAJECTORY CORRECTION 

OPTICAL CALIBRATION 
TARGET 

RADIOISOTOPE 
THERMOELECTRIC 
GENERATOR (3) 
(RTG) 

Fig. 2. A drawing of the Voyager spacecraft showing the locations of the science instruments 
and several spacecraft subsystems. The radio science investigation uses the high gain an
tenna, the spacecraft X- and S-band transmitters, and an ultrastable oscillator. 
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TABLE I 

Voyager Science Investigations 

Investigation Team 

Imaging science (ISS) 
Infrared spectroscopy and 

radiometry (IRIS) 
Photopolarimetry (PPS) 
Ultraviolet spectroscopy (UVS) 
Radio science (RSS) 
Magnetic fields (MAG) 
Plasma (PLS) 
Plasma wave (PWS) 
Planetary radio astronomy (PRA) 
Low energy charged particles (LECP) 
Cosmis rays (CRS) 

Stellar and Solar Occultation Studies 

Principal Investigator /Institution 

Smith/Univ. Arizona (team leader) 
Hanel/GSFC 

Lane/JPL 
Broadfood/Univ. So. California 
Tyler/Stanford Univ. (team leader) 
Ness/GSFC 
Bridge/MIT 
Scarf/TRW 
Warwick/Radiophysics, Inc. 
Krimigis/JHU/APL 
Vogt/Cal. Inst. Tech. 

Since the discovery of the Uranian rings during a stellar occultation 
observation in 1977, subsequent occultation studies have provided detailed 
information on the rings' optical depths, eccentricities, precession, and incli
nation (see, e.g., Elliot et al. 1981, and references therein). Although Voy
ager 2 observations will add just a few additional stellar occultations to those 
already observed from Earth, they will provide much higher spatial resolution 
than Earth-based observations at 2.2 µ,m that are limited by a Fresnel Zone 
width of 3.5 km. In contrast, the Voyager 2 spatial resolution will be limited 
primarily by the instrument sampling times (10 ms for PPS, 320 ms for UVS) 
and transient response, since the Fresnel Zone width is ~ 15 m. As a result, 
the spatial resolution expected at Uranus should be similar to that achieved at 
Saturn, where the photopolarimeter provided 110 m resolution and the ul
traviolet spectrometer 3 km resolution. As at Saturn, comparable resolution of 
the vertical distribution of ring material is provided by detailed observations 
of the abruptness of the occultation at the edges of the rings. 

Several stars have been identified as candidates for occultation studies 
during the Uranus encounter. Among these are a Sagitarii and e Persei. The 
first of these occultations occurs while the instruments are viewing the illumi
nated face of the rings (25° phase angle), the second occurs while viewing the 
other face (140° phase angle). Figures 3 and 4 illustrate the viewing geom
etries for these two stellar occultations. Since scattered sunlight from the 
rings will ultimately limit the measurements of regions of low optical depth, 
observations at several phase angles are of particular value and additional 
stellar occultations may be included in the sequence of observations. 
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Fig. 3. A view from Voyager 2 of Uranus and its rings during an occultation of a- Sagitarii. The 
instruments will be viewing the illuminated face of the rings. 

Fig. 4. A view from Voyager 2 of Uranus and its rings during an occultation of E Persei. The 
instruments will be viewing the unilluminated face of the rings. 

It may also be possible to perform a solar occultation study of the rings 
using the ultraviolet spectrometer. However, this study will have to take into 
account both the scattering of sunlight from ring particles in the spectrom
eter's field of view and the finite size of the Sun which corresponds to a 
distance of~ 80 km on the ring plane. 
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Radio Occultation Studies 

Radio occultation studies provide information on the radial variation of 
the microwave opacity of the rings and on the scattering properties of ring 
particles. Thus, measurements of the attenuation of the coherent 3.6 and 13 
cm radio waves which are transmitted through the rings by the spacecraft yield 
information on the number of ring particles with radii ~ 1 and ~4 cm, 
respectively. Simultaneous measurements of the angular distribution of the 
forward scattering by the ring particles yield information on the number 
distribution of larger ring particles with radii between 1 and 15 m (see, e.g., 
Tyler et al. [1983] and Marouf et al. [1983] and references therein for results 
from the Voyager 1 radio occultation study of Saturn's rings). 

The occultation geometry for the Uranus flyby is illustrated in Fig. 5 and 
summarized in Table II. The spatial resolution of radial opacity variations is 
related to the size of the Fresnel Zone. Due to the oblique passage of the radio 
beam through Saturn's rings, the radial component of the Fresnel Zone was 
~20 km at 3.6 cm and ~40 km at 13 cm. However, the radio signals are 
coherent and the use of an inverse Fresnel transform resulted in a radial 
resolution of 75 to 300 m (Marouf and Tyler 1983) in the F Ring and C Ring. 
Because the radio beam is essentially normal to the Uranian ring plane, the 
radial component of the Fresnel Zone will be only ~ 3 and ~ 6 km at the two 
wavelengths, so that subkilometer radial resolution should also be achievable. 

Another important factor in determining the expected radial resolution is 
the signal level recorded at Earth, since a weaker signal requires a longer 
integration time in order to obtain a given signal-to-noise ratio. Although the 
signal intensity from Uranus' distance will be only ~ 1/4 of that from 
Saturn's, arraying of groundbased antennas will essentially double the receiv
ing aperture so that signal integration time at Uranus will only have to be 
double that at Saturn. Fortunately, the apparent radial velocity of the radio 
beam footprint in the Uranian ring plane is only ~ 8 km s-', about 1/10 that 
at Saturn where the beam obliquely penetrated the ring plane. As a result, 
better radial resolution ( < 1 km) should be achieved at Uranus than at Saturn. 

Imaging Studies 

Imaging has been particularly important in both the initial Voyager 
studies of the Jovian and Saturnian rings (Smith et al. 1979a,b,1981, 1982) 
and in subsequent detailed studies (see, e.g., Jewitt and Danielson 1981; 
Cuzzi et al. 1981; Lissauer 1982; Esposito et al. 1983; Porco 1983; Shu et al. 
1983; and various chapters in this book; see especially Burns et al. and Cuzzi 
et al. 's chapters). Although the imaging conditions will be difficult at Uranus, 
both because the ring albedo is low and because of the reduced solar illumina
tion, there are a number of important observations anticipated. 

Among the most important observations is a systematic search for small 
satellites associated with the ring system, such as the shepherding satellites 
proposed by Goldreich and Tremaine (1979). An inventory of the objects 
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Fig. 5. A view normal to the plane of the trajectory of the Voyager 2 Uranus encounter on 24 
January 1986, illustrating the intervals during which Earth (GEOCC) and solar (SUNOCC) 
occultations occur. 

TABLE II 

Voyager 2 Uranus Encounter 

Time, closest approach 
(spacecraft event time, GMT) 

Radius, closest approach 

Radius, ring-plane crossing 

Distance ( 10" km) { t~i:s entrance 
Earth occultation Uranus exit 

Ring6 
eRing 

Distance (10" km) 
Sun occultation 

{ Uranus entrance 
Uranus exit 

24 January 1986 18:00 

107,080km 

115,200 km 

137 
155 
186 
255 
280 
298 

177 
240 
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orbiting Uranus and an accurate determination of their orbital elements are 
essential to understanding the dynamics of the ring system. Even with the 
reduced illumination, objects the size of the F Ring shepherds (1980S26 and 
1980S27) with diameters of - 100 km should be easily detected, with the 
smallest detectable objects of unit albedo having diameters < 10 km. 

There will also be several sequences of images of the rings, including 
sequences at low phase angle taken on the approach to Uranus, a sequence in 
which the ring is imaged in front of the illuminated planet, and sequences 
taken at high phase angle after closest approach. The expected imaging capa
bility is perhaps best illustrated by considering images taken of the eccentric 
ringlet in the Maxwell Gap at 1.45 Rs in Saturn's rings. As discussed by 
Esposito et al. (1983) and Porco (1983), this ring is structurally and dynami
cally similar to Uranus' e Ring. The two rings have similar optical depths 
(-1 to 2), similar surface mass densities (-20 g cm-'), and a similar range 
of radial widths (-20 to - 100 km). One significant difference, however, 
is that the single particle albedo of Uranus' rings (Matthews et al. 1982) is 
only -1/8 of that of the Maxwell Ringlet (Esposito et al. 1983). Taking 
into account the differences in solar intensity and incidence angles, thee Ring 
will be -1/10 as bright as the Maxwell Ringlet. 

Figure 6 is a Voyager 2 image of the C Ring showing the Maxwell Gap 
and Ringlet. This image was taken with the narrow angle camera, a clear 
filter, and a O. 72 second shutter. A similar image of the e Ring would require 
a ten-times longer exposure. Although the spatial resolution of such a long 
exposure would usually be smear-limited to -30 km/line pair, some of the 
images may have much better resolution when the residual spacecraft motion 
is particularly low. The faster wide-angle camera with a geometrical resolu
tion of - 25 km/line pair at 3 hr before the closest approach will not be 
smear-limited. 

Although the rings will be relatively dark in backscattered light, they may 
be considerably brighter when imaged at high phase angles if they contain 
significant numbers of micron-sized particles. Several wide-angle images can 
be obtained at 170° phase angle with a spatial resolution of - 30 km/line pair 
while the spacecraft is in the shadow behind Uranus. At Jupiter, narrow-angle 
images taken at 174° to 176° phase angle displayed not only the ring with an 
optical depth r - 3 x IO-", but also a diffuse halo of particles with T - 7 x 
10-•. Although the illumination at Uranus is only 0.07 of that at Jupiter, the 
use of the wide-angle camera, which is 9 times faster than the narrow angle, 
will allow direct imaging of very low optical depth rings of micron-sized 
particles which are undetectable by stellar or radio occultations. 

Trapped Radiation and Other Studies 

Rings can also be detected by their absorption of trapped particles, pro
vided that Uranus has a magnetosphere with stably trapped energetic particles. 
As shown in Fig. 7, detection of absorption features by the low-energy 
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Fig. 6. A Voyager 2 image of the eccentric ringlet in the Maxwell Gap at 1.45 Rs, taken from a 
range of 542 ,000 km. There are many similarities between this ringlet and the E Ring at 
Uranus . However, particles of the E Ring have a much lower albedo. 

charged particle experiment and the cosmic ray system will be limited by the 
spacecraft trajectory to regions outside of -4.5 Ru, assuming a magnetic 
dipole axis that is generally aligned with the planetary spin axis. 

Although there are no optically thick rings in the region beyond 4.5 Ru, 
there might be tenuous rings (r < 0.01) which are undetectable by Earth-based 
stellar occultations. Such tenuous rings can produce absorption signatures, as . 
did the Jovian ring (r - 3 x IO -") (see, e.g., Acuna and Ness 1976; Ip 1979; 
Pyle et al. 1983) and the Saturnian G Ring (r - 10-•) (see, e.g., Simpson et 
al . 1980; Van Allen et al. 1980; Vogt et al . 1982; Van Allen 1982, 1983). As 
discussed by Thomsen and Van Allen (1979) and Van Allen (1982, 1983), 
charged particle measurements not only provide information on the existence 
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Fig. 7. A representation of the Voyager 2 trajectory through a hypothetical magnetic field with 
the dipole axis aligned with the rotation axis of Uranus. In this hypothetical case the 
spacecraft would not cross magnetic field lines threading the known rings, but would be 
limited to the detection of absorption signatures of matter beyond 4.45 Rv, 

of tenuous rings, but also on the optical depth of the ring and on the effective 
size of the ring particles. For example, Van Allen found that the particulates 
in Saturn's G Ring have an effective radius r = <r3>/<r2 > in the range 
0.035 ~ r ~0.1 cm. 

The plasma wave and the planetary radio astronomy instruments can also 
detect the electrical signals generated by the impact of ring particles as the 
spacecraft penetrates the ring plane. Such signals were detected at Saturn as 
Voyager 2 penetrated the ring plane just outside of the G Ring (Scarf et al. 
1982; Warwick et al. 1982). Gurnett et al. (1983) interpreted the signals as 
resulting from the impact of submicron-sized particles with an optical depth of 
~ IO-". The instruments will have a similar sensitivity to any tenuous material 
at the location where Voyager 2 penetrates the Uranian ring plane. 

II. THE NEPTUNE ENCOUNTER 

With the gravity assist of the Uranian flyby, Voyager 2 will continue on 
to an encounter with Neptune, arriving there on 24 August 1989. Although 
Earth-based stellar occultations indicate an absence of optically thick rings 
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at Neptune, tenuous rings, such as the Jovian ring or Saturn's G Ring, are 
not excluded by present observations. Thus, the techniques described above 
for detecting tenuous rings may provide evidence for previously undetected 
distributions of particles in orbit about Neptune. 

The Neptune flyby trajectory, illustrated in Fig. 8, was chosen to provide 
a close flyby of Neptune (1.3 R~) and Triton (~44000 km) and opportunities 
for radio and solar occultation studies of the atmospheres of both bodies. The 
resulting trajectory limits a solar (or radio) occultation study to regions be
yond ~ 1.6 RN. Although occultation studies are not optimum for detecting 
tenuous rings, limits on the particle size distribution can be obtained as was 
done for the Jovian ring (see, e.g., Tyler 1981). 

As at Jupiter and Saturn, other techniques can be employed to search for 
tenuous rings. Specifically, an edge-on view of the ring plane will occur as the 
spacecraft passes inbound through Neptune's equatorial plane at 3.66 RN 
(1 RN = 24300 km), and a high phase angle view will be available as the 
spacecraft passes through Neptune's shadow. The Jovian ring, with an optical 
depth ~ 3 x 10_. was visible from both such viewing geometries. An even 
more tenuous halo, with ~ 7 x 10-•, was visible in forward-scattered light. 
Thus, even with the reduced illumination at Neptune, it should be possible to 
detect a tenuous ring of micron-sized particles with r ~ 10-3 • A stellar occulta
tion study with a sufficiently bright star may also provide measurements of 
tenuous rings with r ~ 10-•. 

TRITON C/A 

TRITON 
GEOCC 

!NORTH 
ECLIPTIC 
POLE 

X EQUATORIAL PLANE 
CROSSING 

EARTH -SUN 

Fig. 8. A view normal to the plane of the trajectory of the Voyager 2 encounter with Neptune 
on 24 August 1989, illustrating the periods during which Earth (GEOCC) and solar 
(SUNOCC) occultations occur. 
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If Neptune has a magnetic field and stable trapped particles, the flyby 
trajectory will provide the opportunity to observe absorption signatures of ring 
particles beyond -2.45 RN, assuming the axis of the magnetic field is aligned 
with Neptune's rotation axis. The inbound and outbound ring-plane crossings 
also provide in situ detection of small ring particles by the plasma wave and 
planetary radio astronomy instruments. 

With the flyby of Neptune, the Voyager spacecraft will have completed 
their investigations of the rings of the giant outer planets. The Galileo Mission 
to Jupiter will continue studies of the Jovian ring, while further spaceprobe 
studies of Saturn's rings await a new mission to place a properly instrumented 
spacecraft into orbit about Saturn. 

III. THE GALILEO MISSION TO JUPITER 

The Galileo Mission to Jupiter is scheduled to be launched in 1986 and to 
arrive at Jupiter in 1988. The spacecraft shown in Fig. 9 will eject an atmo
spheric probe prior to being inserted into orbit about Jupiter. Although ring 
studies are not a primary objective of the mission, both the probe and the 
orbiter carry instruments that can provide new information on the ring. Table 
III contains a listing of all the Galileo instruments that are described in more 
detail in the Galileo Science Requirements Document (JPL document 625-
50). An overview of the entire mission, its scientific objectives, and the 
characteristics of the orbiter and probe are provided by Johnson and Yeates 
(1983). 

Most of the ring observations will be made by instruments on the orbiter. 
After injection at radial distance of 4 RJ and an orbital inclination of - 5°, 
subsequent close encounters with the Galilean satellites are used to raise 
perijove to ~9 RJ and to reduce the orbital inclination to a few tenths of a 
degree. Twelve orbits over a 20-month period will provide opportunities for 
ring-plane crossing studies and nearly edge-on views of the ring over a com
plete range of phase angles. Among the instruments on the orbiter that may 
provide new information on the rings are the solid-state imaging system (SSI), 
the ultraviolet spectrometer (UVS), and the dust detector (DDS). 

The imaging system on the Galileo orbiter uses a spare Voyager optical 
system with 1500 mm focal length, with the Voyager vidicon sensor replaced 
by an 800 x 800 pixel charge-coupled device (CCD) which is more than 25 
times faster, a particular advantage in imaging the tenuous Jovian ring. The 
inherent photometric accuracy of the CCD will facilitate a study of the phase 
angle dependence of the scattering properties of the ring particles for 
wavelengths between 0.42 and 1. 1 µm, potentially providing information on 
the size distribution of micron-sized particles. 

The long observing time will also permit a much more accurate determi
nation of the orbital elements of Metis and Adrastea and a search for other 
small satellites that may both supply ring material and dynamically control its 
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Fig. 9. A drawing of the Galileo spacecraft showing the locations of the science instruments 
and several spacecraft subsystems. The probe also carries a number of instruments. 

TABLE III 

Galileo's Scientific Payload 

Probe Experiment 

Atmospheric structure instrument (ASI) 
Neutral mass spectrometer (NMS) 
Helium abundance detector (HAD) 
Nephelometer (NEP) 
Net-flux radiometer (NFR) 
Lightning and energetic particles (LRD/EPI) 

Orbiter Experiment 

Principal Investigator /Institution 

Seiff/ARC 
Niemann/GSFC 
V onZahn/U ni v. of Bonn 
Ragent/ARC 
Boese/ARC 
Lanzerotti/Bell Labs 

Principal Investigation/Institution 

Solid-state imaging (SSI) Belton/KPNO (team leader) 
Near-infrared mapping spectrometer (NIMS) Carlson/JPL 
Ultraviolet spectrometer (UV S) Hord/Univ. of Colorado 
Photopolarimeter-radiometer (PPR) Hansen/Goddard Inst. for Space Studies 
Magnetometer (MAG) Kivelson/UCLA 
Energetic-particle detector (EPD) Williams/APL 
Plasma detector (PLS) Frank/Univ. oflowa 
Plasma-wave spectrometer (PWS) Gurnett/Univ. of Iowa 
Dust detector (DDS) Grun/Max-Planck Inst. 
Radio science (RS): Celestial Mechanics Anderson/JPL (team leader) 
Radio science (RS): Propagation Howard/Stanford (team leader) 
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spatial distribution. At closest approach to the ring, the spatial resolution of 
the camera will be -10 km/line pair. 

The ultraviolet spectrometer, operating in a wavelength range between 
1150 and 4300 A with sampling times down to I ms, may also provide 
significant new information on the Jovian ring. The sampling times corre
spond to a spatial sampling of < 100 m. Although the instrument sensitivity is 
limited to normal optical depths of > 10-", the low inclination of the orbit 
provides long slant paths through the tenuous ring. Thus, stellar occultation 
studies of the Jovian ring should be possible. 

Although the orbiter remains well outside of the ring, the dust detector 
can make in situ measurements of small particles that may be more widely 
dispersed throughout the Jovian neighborhood. The detector is sensitive to 
particles with masses between 10-• and 10-•• g, corresponding to particles 
with diameters ranging from -0.02 to 50 µ,m. Up to 100 particles with speeds 
from 2 to 50 km s-' can be analyzed each second. 

The probe will also return information on the distribution of ring material 
as indicated by the absorption of trapped radiation. The probe contains a 
heavily shielded (~0.87 g cm-2 ) energetic particle detector providing mea
surements of the fluxes of electrons, protons, a particles, and heavier nuclei 
such as oxygen and sulfur. The detector will be turned on at 4 RJ, returning 
flux measurements every 0.02 RJ as the probe plunges toward the Jovian 
atmosphere, providing some spatial resolution of the absorption signature of 
the bright ring which is - 0.08 RJ in width. 

IV. A SATURN ORBITER MISSION 
Further spaceprobe studies of Saturn's rings await the placement of a 

properly instrumented spacecraft into an inclined orbit about Saturn. Such a 
mission could address questions about the macrostructure of the rings on the 
scale of ~ 103 km, the microstructure of the rings on smaller scales, the mass 
of the rings and the particle size distribution, the particle composition, and the 
electromagnetic properties of the ring material. The comprehensive longitu
dinal and temporal coverage provided by an orbiter would make possible a 
number of important studies which cannot otherwise be adequately addressed. 

Among the key instruments for such studies would be a high-speed, 
multiband photometer that could undertake multiple stellar occultation mea
surements with high spatial resolution. As has been illustrated by Elliot et al. 
(1981) for Uranus, multiple stellar occultations provide important information 
on dynamically significant characteristics such as the density profile, eccen
tricity, and precession of the edges of gaps in the rings. Comprehensive 
imaging from an orbiter can also provide a detailed description of dynamically 
controlled azimuthal variations in various ring structures (see, e.g., Porco 
1983) and waves (see, e.g., Shu et al. 1983). Imaging would also permit 
definitive searches for moonlets within the empty gaps. 

An orbiting spacecraft also provides multiple opportunities for studying 
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the physical thickness of the rings. Thus, the thickness of the ring at sharp 
edges can be estimated from the comparison of edge profiles acquired for 
different slant paths of the occulted starlight, with multiple radio occultations 
providing similar information for particles with diameters larger than - 2 cm. 
High-speed photometry of the edge of the ring as the spacecraft passes 
through the ring plane can provide additional information on the apparent 
thickness of the rings. 

Multiple radio occultations can also yield the size distribution of centi
meter and meter-sized particles throughout the ring system, especially if the 
rings are more open than during the Voyager encounter and therefore offer a 
smaller slant optical depth through the very dense B Ring. In addition, ring 
scattering experiments in which the spacecraft radio beam is scattered 
obliquely off the rings should allow a determination of the size distribution 
of particles with radii in the centimeter to meter range, complementing X 
band and S band occultation data that allow a determination of the distribu
tion of particles with radii r in the range 1 ~ r ~ 4 cm and 1 ~ r ~ 10 m. 
It would also be of interest to consider approaches yielding information on the 
distribution of particles with r > 10 m. It is possible, for example, that 
kilometer-sized particles create wakes in the ring that can be directly imaged 
or statistically sampled by multiple stellar and radio occultations. 

Significant improvements in spatial resolution will also be possible with 
an increased signal-to-noise ratio resulting from greater transmitter power, 
larger collecting aperture on Earth, and improved occultation geometry. Dur
ing the Voyager radio occultations, these factors resulted in radial resolutions 
of 300 min the inner C Ring, -75 min the F Ring, and several kilometers 
in the A Ring and parts of the B Ring (Marouf and Tyler 1983). Since, in 
principle, the resolution is limited only by the size of the spacecraft antenna 
(typically - 5 m) significant improvements should be readily achievable. In 
addition, analysis of the near-forward scatter signal can provide a measure of 
the ring thickness in different regions of the rings (Zebker and Tyler 1983). 

Compositional studies with high spatial resolution would also be de
sirable. Such studies could be undertaken, for example, with an imaging 
spectrometer operating in the near infrared and a photopolarimeter similar to 
those on the Galileo orbiter. 

With an orbiter it would also be possible to better characterize the elec
tromagnetic properties of the spokes through high time resolution imaging of 
their radial and azimuthal development and through longer term synoptic 
studies of their dependence on Satumian longitude and local time. It would 
also be desirable to better determine the density of the hydrogen cloud as
sociated with the ring. 

V. CONCLUSION 

Recent spaceprobe observations of the rings of Jupiter and Saturn have 
provided an unparalleled increase in our knowledge and understanding of 
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planetary rings. Employing many of the same observational techniques at 
Uranus and Neptune, Voyager 2 offers further opportunities for studying the 
nature of ring systems of giant planets. The Galileo mission to Jupiter pro
vides the first opportunity for long-term spaceprobe studies of a planetary ring 
system, offering the prospect of studies and discoveries beyond those ac
cessible to the earlier Pioneer and Voyager flybys. A properly instrumented 
Saturn orbiter would not only provide a similar opportunity for studies of 
Saturn's rings, but is likely the only means by which it will be possible to 
adequately address the nature of the diverse phenomena displayed by this 
prototypical planetary ring system. 
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FUTURE OBSERVATIONS OF PLANETARY RINGS 
FROM GROUNDBASED OBSERVATORIES AND 

EARTH-ORBITING SATELLITES 

BRADFORD A. SMITH 
University of Ariwna 

Three of the outer planets of our solar system are known to possess ring systems 
and, among the three known systems, all have one or more components that are 
detectable from the vicinity of the Earth. Among the more promising methods 
for continuing study are direct imaging and occultations, obtainable both from 
the ground and from Earth-orbiting facilities such as Space Telescope. Relevant 
future observations made from the vicinity of Earth are expected to provide new 
knowledge of the dynamical and photometric properties of these outer solar 
system planetary rings. 

Among the three known planetary ring systems of the outer solar system, 
two were discovered from the Earth and the third, we now realize, certainly 
could have been. The rings of Saturn have been known to exist since the early 
years following the invention of the telescope, while those of Uranus were 
discovered only as recently as 1977. The Jupiter ring, although first seen by 
Voyager 1 in 1979, has since been recorded in both the visual and the infrared 
regions of the spectrum with groundbased telescopes (Smith and Reitsema 
1980; Becklin and Wynn-Williams 1979). Although a Neptune ring had been 
reported by Guinan et al. (1982), recent stellar occultations have shown con
clusively that this planet does not have a ring system, at least not one that 
resembles that of Uranus or the bright rings of Saturn (Vilas et al. 1983). 
Neptune rings of low optical thickness, similar to the E and G Rings of Saturn 
or the Jupiter rings, however, cannot yet be ruled out. 

Most of what we now know about the Jupiter and Saturn ring systems is 
based on observations by planetary spacecraft, particularly Voyager, while 
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our knowledge of the Uranus ring system has evolved solely from ground
based telescopes. Yet, there are large gaps in our understanding of all plan
etary rings and, in this chapter, we address the question of what we might 
expect to learn through future observations conducted from the vicinity of the 
Earth, including the use of both groundbased telescopes and earth-orbiting 
instruments. 

Although the continuing development in our understanding of the physi
cal and dynamical properties of planetary rings will in part be guided by 
further analysis and possible reinterpretation of existing data, it is clear that 
substantial progress must depend on the acquisition of new data. There will be 
a need for new observations to test hypotheses generated in response to earlier 
data and to explore further the phenomena inadequately covered in the past. 
The most useful of all future observations will certainly be those obtained by 
planetary probes, and the prospects for such new data are discussed in the 
chapter by Stone. But the future of planetary exploration by remote probes is 
uncertain at best and we are thus compelled to ask ourselves just what might 
be accomplished from the vicinity of the Earth, including, of course, both the 
Earth's surface and the nearby space within which Earth-orbiting satellites 
might be placed. Most groundbased observations, however, will not compete 
favorably with those which are potentially attainable through the use of pow
erful Earth-orbiting telescopes such as Space Telescope, to be launched by the 
United States as early as 1986. 

In principle, of course, it is possible to construct very large telescopes in 
nearby space, with apertures sufficiently large to rival even the spatial resolu
tion which can be reached by remote space probes. However, such very large 
apertures are not now realistically included in the future plans of NASA, ESA 
or the Soviet Union; furthermore, from our terrestrial vantage point, anchored 
permanently within the central core of our solar system, it is impossible to 
view the outer planets at the higher, and often more desirable, planetocentric 
latitudes and phase angles reachable by planetary probes. Therefore, for pur
poses of this discussion, we must be content with what might be accomplished 
with limited spatial resolution and very limited phase angle coverage. 

Radial Structure 

The radial structure of both the Uranus rings and the optically thick rings 
of Saturn has been well determined by stellar occultations, using groundbased 
telescopes and Voyager photometric instruments, respectively. Occultations 
of relatively bright stars by planetary rings measure radii, structure and optical 
depth with spatial resolution limited only by the angular diameter subtended 
by the stellar disk or, ultimately, by the size of the first Fresnel Zone at the 
distance of the planet, 

a = 0.547 (r,\)! (1) 
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where a is the diameter of the first half-period, annular Fresnel Zone (km), r is 
the distance to the planetary ring being observed (AU) and >.. is the wavelength 
of light employed in the observation (µ,m). At the mean distance of Uranus, 
for example, the diameter of the Fresnel Zone at a wavelength of 0.9 µ,m is 
2.3 km; for comparison, the effective diameter of a typical star, e.g., 0.25 
milliarcsec, would be 3.5 km. 

The detailed radial structure of the Jupiter ring system and that of the 
optically thin rings of Saturn, however, is poorly known. Rings having an 
optical thickness of :s;; 0.01 are difficult, if not impossible, to detect by the 
occultation method, which is limited by scintillation noise introduced by the 
terrestrial atmosphere. What little has been learned about these optically thin 
rings is derived from deconvolution of smeared optical images obtained from 
both spacecraft and groundbased telescopes. 

In general, the mechanisms responsible for the structure of the Uranus 
and optically-thick Saturn rings is not well understood. While various types of 
satellite-resonance phenomena have been identified in the A, B and C Rings 
of Saturn, many of the radial features, and perhaps most of those in the B 
Ring, remain unexplained. Clues to the responsible mechanisms, however, 
may be found in possible time variations of the radial structure. Stellar occul
tations by the Uranus rings will continue to provide new data through the use 
of groundbased facilities. However, the high speed photometer (HSP) on 
Space Telescope (Hall 1982), a multispectral instrument with a time resolu
tion of 10 µ,s, will improve the accuracy of groundbased occultations by 
eliminating the noise caused by terrestrial atmospheric scintillation. Several 
occultations of stars by the Uranus rings occur each year. 

Because of the high surface brightness of the optically thick Saturn rings, 
occultations of stars sufficiently bright to reveal fine radial structure occur 
very infrequently for groundbased telescopes, averaging scarcely more than 
one per century. The culprit in this case is the Earth's atmosphere, which 
typically spreads the starlight into a disk of 3 2 arc sec, thereby requiring a 
photometric field of view at least as large. However, a 2 arcsec circular area 
of the B Ring has a brightness approximately equal tom v = 5. 5, and therefore 
requires an occultation of a star nearly as bright for an acceptable signal-to
noise ratio (SNR). It is here that the Space Telescope HSP can make a 
significant improvement. Its 0 .4 arcsec field of view provides a 3. 5 magnitude 
advantage over the groundbased limit, corresponding to a 50-fold increase in 
the number of available stars (Allen 1973); this alone provides nearly one 
opportunity per year. Furthermore, by observing stars that radiate strongly in 
the ultraviolet, filters can be selected to suppress even more the contribution 
from the rings, thereby extending the magnitude limit of suitable stars and still 
further increasing the annual number of observational opportunities. The HSP 
can record radial structure in the rings of Saturn as narrow as 1.0 km when 
measured at 300 nm. This resolution exceeds by a factor of 5 the highest 
resolution recorded by the Voyager cameras and approaches the resolution 
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obtained by the Voyager photopolarimeter and the ultraviolet spectrometer 
during the occultation of 8 Scorpii ( see chapter by Cuzzi et al.). Such observa
tions, carried out routinely, would create a baseline for establishing time 
variability in the optical-depth radial profiles of the Uranus and Saturn sys
tems. In the A, B, C, D and F Rings of Saturn alone, a substantial body of 
data could be created for investigating ring particle resonances, density waves 
and discontinuous ringlets. From an analytical point of view, more might be 
learned from systematic coverage at good resolution than from the excellent 
but brief snapshot views provided by Voyagers 1 and 2. 

The structure of the low optical thickness E and G Rings of Saturn and the 
brighter component of the Jupiter rings can also be studied from the vicinity of 
the Earth; only the G Ring of Saturn has thus far gone undetected by 
groundbased telescopes. Quantitative measurements of the radial structure, 
optical depth, and any time variations of these optically thin rings will be 
crucial to an understanding of production and depletion mechanisms for the 
ring particles; only particles which are meter-size or larger have orbits that are 
stable over the age of the solar system (see chapter by Burns et al.). 

The principal problem with groundbased observations of faint rings is the 
limited resolution imposed by the terrestrial atmosphere (approximately 5,000 
km and 10,000 km, respectively, for Jupiter and Saturn) and the correspond
ing reduction in SNR. In principle, atmospherically blurred images can be 
reconstructed if the point-spread function is well known and the SNR is very 
high; however, it is the poor SNR in groundbased images of these faint Jupiter 
and Saturn rings that imposes severe constrains on the current studies of radial 
structure. 

Once again, we can look to Earth-orbiting instruments to help solve the 
resolution problem. The wide field/planetary camera (WF/PC) and the faint 
object camera (FOC) are two imaging instruments that will be carried aboard 
Space Telescope (Hall 1982). The WF/PC, by using image restoration tech
niques, will achieve the same resolution of the Saturn rings (250 km) as was 
recorded by the Voyager cameras only 10 days before Saturn encounter (see 
Fig. 1). Resolution of the Jupiter ring will be approximately 125 km. But, there 
is the possibility that even higher resolution might be achieved; if the optical 
surfaces of the Space Telescope mirrors are figured as well as we now believe, 
the FOC with its greater focal-plane scale may exceed the resolution of the 
WF/PC by nearly a factor of two in the ultraviolet (200 nm) region of the 
spectrum. If so, resolution at Jupiter, Saturn and Uranus could be as high as 
65, 125, and 300 km, respectively (see Table 1). 

Spokes 

The spokes in the B Ring of Saturn were discovered by Voyager 1 in 
1980. Although they were reobserved more systematically by Voyager 2 the 
following year, we still do not have a good understanding of how they form, 
how they dissipate, why they are found only in the outer B Ring or, for that 
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Fig . I . This view of Saturn and its brighter rings was taken by Voyager 2 on 13 August 1981 at 
a distance of 12. 7 million km . The spatial resolution is 235 km, comparable to the better 
images to be obtained by Space Telescope. Note the dusky spokes in the middle of the B 
Ring and the structure in the C Ring. 

matter, what they are. Some appear to move at Keplerian rates under the 
influence of a central gravitational force field (see, e.g., Griin et al. 1982 and 
the chapter by Griin et al.), while others spend part of their lifetime stationary 
in a frame of reference that is corotational with the magnetic field of Saturn 
(Eplee and Smith 1983, 1984). Very few spokes have been studied throughout 
their entire lifespans because the Voyager camera sequences always lacked 
either temporal or areal continuity; at no time was continuous coverage of the 
whole visible ring system recorded at high resolution, i.e., resolution better 
than 200 km. Furthermore, because the spokes have been recorded only by 
Voyager, their spectral reflective properties can be determined only over the 
limited spectral range of the Voyager cameras, essentially 400 to 600 mm. 
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Uranus 
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TABLE I 

Resolution Potentially Obtainable with Space Telescope 

Wide Field/ Faint Object 
Planetary Camera Camera 

125km 65km 

250km 125km 

600km 300km 

900km 450km 
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•The numbers are only approximate and depend very much on the final optical performance 
and pointing stability of the Space Telescope. The WF/PC in its planetary mode and the FOC 
in its f/288 configuration slightly and significantly oversample, respectively, the point-spread 
function. Resolution also depends upon the contrast of the scene in such a way that no values 
given could be any more than a guide to the reader. The values shown are close to full-width at 
half-maximum, which is itself very close to the Rayleigh criterion. 

The relatively poor state of our understanding of the physical and dynam
ical properties of spokes is such that almost any new information would be 
welcome. To date, it appears that no one has been successful in recording 
these features with groundbased telescopes, although it is not clear that it 
cannot be done; in fact, it is doubtful that the problem is related solely to 
spatial resolution. Light from Saturn and the rings themselves, scattered and 
diffracted by the Earth's atmosphere and within the telescope, would tend to 
suppress the visibility of spokes even in images which have resolution ade
quate to reveal them. By employing a combination of especially clean tele
scope optics, a focal-place coronagraph (Larson and Reitsema 1979) and a 
CCD detector at times of good image quality, it may be possible to obtain 
groundbased recordings of the Saturn ring spokes. Such observations would 
be useful in determining their spectral properties and any possible effects due 
to the changing planetocentic declination of the Sun (seasonal effects); but, it 
is not likely that observing conditions would remain optimal over intervals 
long enough to support dynamical and life-cycle studies. The WF/PC and 
FOC on Space Telescope can provide the necessary resolution (see Fig. land 
Table I) but, for all celestial objects located near the ecliptic, the maximum 
interval for continuous observing is only 30-45 min out of each 100 min 
orbit; thus, we cannot escape those problems imposed by noncontinuous data 
sets, the same problems encountered with the Voyager images. Statistically, 
one can partially overcome the problems of a 0.4 observing duty cycle by 
extending the total observing time. Typical spoke lifetimes are - 5 hr (Griin 
et al. 1983; Eplee and Smith, 1983, 1984) and thus the accumulation of 
several tens of hours of observing time by recording the rings for 30-45 min 
per orbit would likely yield many events of spoke formation, acceleration and 
dissipation. However, the willingness of the astronomical community to 
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commit this unique facility to such long observing sequences is questionable 
at best. We must still hope that some compromises are possible, for our 
experience with the Voyager data have taught us that sporadic observations 
are of relatively little value for dynamical studies. 

Photometric Properties 

Among the observations necessary to characterize the physical properties 
of ring particles are spectral reflectance and polarization and the dependence 
of these parameters on varying illumination and viewing geometries. Yet, 
such data are either poorly determine or nonexistent for the Jupiter and 
Uranus rings and for the faint rings of Saturn. Through the use of clean optics, 
focal-plane coronagraphs and CCD detectors, two of these rings can be re
corded with groundbased telescopes, vis., the brighter component of the 
Jupiter ring system and the E Ring of Saturn (see Fig. 2). The observations, 
however, are very difficult and the photometric errors relatively large. Space 
Telescope should have little difficulty recording photometrically useful im
ages of these two rings and seven of the Uranus rings, but may have difficulty 
with the inner and outer components of the Jupiter ring and the Saturn D and 
G Rings; much will depend on the ability of the Space Telescope to reject 
scattered light from Jupiter, Saturn and the bright rings of Saturn. 

Satellite Motions 

Voyager observations of Saturn ring gaps, edges, density and bending 
waves and the multistranded F Ring show abundant evidence for mutual 
perturbations between satellites and ring particles. It might be reasonable to 
suppose that similar interactions also take place between the two innermost 
satellites of Jupiter, Adrastea and Metis, and the brightest component of the 
Jupiter ring, and between as yet unseen satellites and the Uranus rings. Al
though the first-order effect in these mutual perturbations is that of the satellite 
acting on the much less massive ring particles, ring particles can collectively 
perturb the small, close-in satellites as well. Thus, careful studies of the 
motions of these small satellites should yield quantitative results on ring mass 
distribution and viscosity. Most of these perturbing satellites are beyond the 
reach of groundbased telescopes, and those that can be detected are subject to 
positional errors of approximately 0.2 arcsec. Space Telescope, however, 
should detect all of the presently known satellites of Jupiter and Saturn. 
Voyager 2 will fly past Uranus in January 1986 and will look for ring
associated satellites; it is likely that Space Telescope will eventually detect 
these as well. The fine guidance system (FGS) of the Space Telescope (Hall 
1982) also functions as an astrometric instrument with an accuracy of approx
imately 2 milliarcsec, and special use of the WF/PC can achieve essentially 
the same accuracy. In this particular application, Space Telescope, with an 
appropriate time base of observations, can greatly exceed the astrometric 
capability of flyby planetary spacecraft such as Voyager. 
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• • 
Fig . 2. (top) Composite image of Jupiter photographed with a 1.5-m telescope and a corona

graph in a deep methane absorption band at a wavelength of 0.89 µm. The Jupiter ring is 
visible on both sides of the planet. The inner satellite, Amalthea, is visible at the left. 
(bottom) Several satellites and the faint E Ring of Saturn , taken on I April 1981 with a 
coronagraph when the Earth was 5?5 out of the ring plane. Without a coronagraph, the E 
Ring can be photographed only when the Earth is in the ring plane . Note that a mask is used 
to black out the light from Saturn itself and that the image is reproduced here as a negative. 

Conclusions 
Space Telescope is not, of course, the only astronomical facility to be 

placed in Earth orbit that could contribute to our understanding of planetary 
ring systems; others include Spacelab, Shuttle Infrared Telescope Facility 
(SIRTF), and proposed facilities such as Magellan and Solstice. Rather, 
Space Telescope has been used as an example because its expected 
capabilities are presently better understood. Earth-orbiting observatories that 
will surely follow Space Telescope are expected to employ infrared instru
ments, which will improve our knowledge of the thermal properties and 
composition of ring particles, and ultraviolet instruments that can search for 
ring ''atmospheres,'' molecular or ionic species that may be sputtered into the 
ring environment. 

Although Space Telescope cannot compete with planetary space probes 
in most areas of investigation, it can and will contribute greatly to new studies 
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of planetary ring systems in the latter part of this decade and, if the current 
hiatus in outer solar system exploration (beyond Voyager and Galileo) con
tinues, it may become our primary source of new knowledge of planetary 
rings for many years to come. 
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UNSOLVED PROBLEMS IN PLANETARY RING DYNAMICS 
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SCOTT TREMAINE 
Massachusetts Institute of Technology 

We discuss a number of unsolved problems in planetary ring dynamics and offer 
some thoughts concerning their solution. The discussion is specialized to the 
rings of Saturn because they are the best studied observationally. The depth of 
treatment varies from problem to problem and reflects both limitations in our 
understanding and the relative importance which we attach to different topics. 
We make no attempt to present material in a tutorial style. We deal with phe
nomena that are microscopic and macroscopic on the scale set by the resolution 
of the Voyager cameras. We relate the physics of particle collisions (Sec. I) to 
the local velocity dispersion (Sec. II) and the particle size distribution (Sec. Ill). 
We discuss mechanisms which structure the rings (Sec. IV) and affect the or
bital evolution of satellites which interact with them (Sec. V). 

I. PARTICLE COLLISIONS 

A. Mechanical Properties of the Particles 

The mechanical properties are largely characterized by the elastic mod
ulus E and the yield modulus ay. These moduli are properly described by 
tensors but for our rough calculations their scalar magnitudes suffice. 

The elastic modulus is the ratio of the stress to the strain. It has the 
dimensions of force per unit area or energy per unit volume. The latter reflects 
its close relation to the molecular bond energy per unit volume. For common 
materials the molecular bond energy is of order one electron volt and the 
molecular size is of order one angstrom. It follows that the elastic modulus is 
-1012 dyne cm-2 • For ice its value is smaller, -10" dyne cm-2 (Hobbs 1974), 
because the hydrogen bond is weak. 

[ 713 ] 
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The yield modulus is the limiting stress beyond which ice fractures. Its 
value decreases with increasing temperature, especially near to the melting 
temperature. We have been able to find only a single reference to measure
ments of the yield stress of ice at temperatures comparable to those in Saturn's 
rings. These experiments obtained values - 3 x IO" dyne cm-• at T = 77 K 

for the compressive yield stress (Parameswaran and Jones 1975). 
For future discussion we adopt the values E = 1011 dyne cm_. and <Ty = 

10" dyne cm-•. We choose a smaller value for <Ty than quoted above because 
collisions generate comparable compressive, shear, and tensile stresses, and 
the compressive yield modulus of ice is larger than either the shear or tensile 
yield modulus. We also useµ, = 0.36 for the Poisson ratio. It must be kept in 
mind that the numerical values we are adopting refer to solid and chemically 
pure ice and thus may not directly apply to the properties of the particles in 
Saturn's rings. 

B. Dynamics of Collisions 

The imperfectly elastic nature of the impacts is described by the coeffi
cient of restitution E, the factor by which the relative normal velocity is 
reduced following a collision. We need to relate E to£ and <Ty. 

The Hertz (1881) law of contact describes purely elastic, low-velocity, 
impacts. When applied to the collision of two identical smooth spheres of 
radius R, density p, and relative impact velocity v, it gives the following 
expressions for the maximum radius of the area of contact a and the maximum 
stress <TM: 

a/R = (pv2/E)!. , 

<T.wlE =o.7 (pv2/E)1,. 

(1) 

(2) 

From the latter relation we find that the yield stress of ice is reached at an 
impact velocity of 0.03 cm s-'. 

For higher velocity impacts, account must be taken of brittle fracture near 
the area of contact. The best theory that we have been able to find to apply in 
this case is due to Andrews (1930). It is designed to treat impacts of soft 
metals and includes plastic as well as elastic deformation. It is far from 
rigorous even for its intended application and we shall apply it where failure 
occurs by brittle fracture rather than by plastic flow. Thus the conclusions we 
derive from Andrews' theory are to be taken with caution. 

Andrews views an impact as taking place in the three stages illustrated in 
Fig. 1. There is an initial elastic compression which lasts until the critical 
stress is reached. It is followed by continued compression during which there 
is an inner circular plastic zone surrounded by an elastic annulus. The stress in 
the plastic zone is set equal to <Ty. The restitution which finishes the process 
is incomplete leaving the sphere permanently flattened. Andrews' theory 
predicts E = l for v/v* :,;;; l and 
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Fig. I. Three stages of impact in Andrews' theory. 

for v/v* ? 1 where 

2 ( 1 ")" ! 1T - µ, (Ty 

v* = ---------10½ £2 p½ 

restitution 
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(3) 

(4) 

For ice, Eq. (4) gives v* - 0.03 cm s-1
• Fig. 2 shows E as a function of v/v*. 

It will be interesting to compare this theoretical prediction with measurements 
of E (v), for example in the experiments with ice now in progress by Lin and 
colleagues (see chapter by Stewart et al.). 

Collisions between actual ring particles may differ considerably from 
those considered here. The particles are not of a single size and their surfaces 
are probably rough. The radii of curvature on a rough surface are smaller than 
the particle radius so the stress generated in the collision of rough particles is 
greater than that generated in a similar impact of smooth particles. Con
sequently, surface roughness lowers the coefficient of restitution (see chapter 
by Weidenschilling et al.). 

II. VELOCITY DISPERSION 

The velocity dispersion in a planetary ring depends upon the mechanical 
properties of the ring particles as expressed through the variation of the 
coefficient of restitution with impact velocity. 

A. Unperturbed Disks 

There is a relation between the equilibrium coefficient of restitution and 
the optical depth Tin a Keplerian disk (Goldreich and Tremaine 1978a). This 
relation depends upon the shape and size distribution of the particles. The 
function E (T) obtained from the collisional Boltzmann equation, for spherical 
particles of a single radius, is shown in Fig. 3. It is determined by requiring 
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Fig. 2. The coefficient of restitution as a function of impact velocity. 

that the rate at which energy is fed into random motions by the viscous stress 
balance the rate at which the energy of random motions is dissipated in 
inelastic collisions. The following gedanken experiment may help to clarify 
the point. Imagine setting up initial conditions such that every particle moves 
on a circular equatorial orbit. Collisions would occur as a consequence of 
differential rotation and the finite size of the particles. At first the impacts 
would be very gentle and almost perfectly elastic and the random velocity 
would grow. After a few collision times the radial distance traversed between 
collisions would be larger than the particle radius. The random velocity would 
begin to increase exponentially on the collision time scale and as it did so the 
impacts would become less elastic. Eventually the rate at which energy was 
being dissipated would balance the rate at which it was being converted into 
random motions by collisional stresses acting on the differential rotation. At 
this stage the random velocity would have reached equilibrium. The coeffi
cient of restitution plotted in Fig. 3 is that which pertains to this equilibrium. 

The monotonic increase of E with increasing T reflects the monotonic 
decrease of the radial distance traversed between collisions with increasing T 

(at a fixed value of the random velocity). The latter implies that, per collision, 
the efficiency of conversion of orbital energy into the energy of random 
motions decreases with increasing optical depth. Thus, at equilibrium, the 
fraction of the relative kinetic energy dissipated per collision must be a mono
tonically decreasing function of T. 

We combine the E (v) relation obtained from Andrews' theory with the 
E (T) relation described here to derive predictions for the random velocity v and 
the vertical thickness as functions of T. The results are displayed in Fig. 4. 
They provide the theoretical justification for why Saturn's rings are so flat. 
We have neglected gravitational interactions between particles in the discus
sion of the random velocity. Pure gravitational scatterings act like physical 
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Fig. 3. The equilibrium value of the coefficient of restitution as a function of optical depth. 

collisions with e = 1. Gravitational scatterings of small particles by large ones 
could significantly increase the random velocities of the small particles (Cuzzi 
et al. 1979). 

B. Perturbed Disks 

In regions of the rings where satellites exert torques, near sharp edges or 
resonances, the local rate of energy dissipation is enhanced. An argument we 
have given elsewhere (Borderies et al. 1982) shows that even in perturbed 
regions the shear cannot be much larger than the orbital angular velocity n 
unless r > > 1. Thus the viscosity, and consequently the velocity dispersion 
and ring thickness, must be enhanced in perturbed regions. In some places v 
and h may be increased above their unperturbed values by between one and 
two orders of magnitude. 

III. PARTICLE SIZE 

The distribution of particle size must depend upon the mechanical prop
erties of the particles. The detailed physics which determines this distribution 
is not known. 

A. Erosion Time Scale 

Is the current size distribution the result of an equilibrium or of initial 
conditions? The particles are constantly being eroded by collisions and they 
accrete the resulting debris. The erosion time scale is the reciprocal of the 
product of the collision rate Or and the fractional mass lost per collisionf. In a 
Keplerian disk the impact velocity is typically a few times v*, the minimum 
impact velocity at which fracture occurs. We estimate f to be of order (a*IR)3 , 

where a* is the radius of the contact area in an impact at relative velocity v*. 
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Fig. 4. The random velocity and disk thickness as a function of optical depth. 

From Eqs. (1) and (4) and the values of E and cry adopted in Sec. I, we obtain 

I (£) 3 10' 
teroslon = A . - =-yr. 

UT (Ty T 
(5) 

Since the estimated erosion time scale is much shorter than the age of the 
solar system we conclude that the particle size distribution results from an 
equilibrium between ongoing processes. 

Three assumptions implicit in the derivation of the erosion time scale are 

worth mentioning: (1) we have assumed that a significant portion of the 
fractured material is lost from the particles; (2) we have neglected surface 
roughness which could affect the volume of fractured material; (3) we have 
assumed that v* given by Eq. ( 4) is a typical value for the impact velocity. 
This assumption is invalid if v* is smaller than OR. In this case the collision 
velocities would be of order OR. This qualification clarifies the seemingly 
unphysical conclusion that might otherwise be drawn from Eq. (5), namely, 
that the erosion time scale diverges as cry approaches zero. 

B. Range of Particle Sizes 

If the processes responsible for establishing the particle size distribution 
did not single out any characteristic length scales, the distribution would be a 
power law. In fact, the differential number density per unit radius deduced 
from the Voyager radio occultation (Marouf et al. 1983) may be crudely fit by 
the power law 

n(R) =KR - 3 -3 (6) 

for particle radii between a few centimeters and a few meters. The distribution 
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is cut off outside this range although precise details of the cutoffs, in particular 
the lower one, are lacking. The approximate power law is such that the larger 
particles contain most of the mass and the smaller ones provide most of the 
surface area. Independent information supports the existence of these two 
cutoffs. The observation that the optical depth is similar at visible and radio 
wavelengths proves that subcentimeter particles do not dominate the surface 
area. An upper cutoff is indicated because the radio determination of the 
surface mass density due to particles in the centimeter-to-meter-size range is, 
if anything, somewhat greater than that determined from the wavelengths of 
density and bending waves which provide a measure of the surface mass 
density from particles of all sizes. The radio determination of the surface mass 
density is based on the assumptions that the particles are made of solid ice and 
that the filling factor is low. In fact, the previous comparison suggests that 
one or both of these assumptions is invalid, a possibility to which we shall 
return later. 

1. Upper Cutoff. Consider two critical orbital radii related to gravitational 
binding (see also chapter by Weidenschilling et al.). The inner r1 is the limit 
inside which small particles are not gravitationally bound to a synchronously 
rotating, rigid sphere along the line passing from the center of the planet 
through the center of the sphere. The outer r 2 is the Roche limit within which 
no equilibrium exists for a synchronously rotating, incompressible, homo
geneous fluid. 

(7) 

(8) 

where Pv and p are the mean densities of the planet and the sphere and R [) 
is the planet's radius. The Roche limit r 2 is larger than r 1 because the quad
rupole potential of a tidally deformed fluid enhances the disruptive effect of 
the tidal potential. 

The two critical orbital radii are precisely defined but their application to 
planetary rings is fuzzy. A requirement for the persistence of a ring is that the 
particles do not form large satellites. Gravity is almost certainly the dominant 
force involved in satellite formation but it is difficult to see how to deduce a 
precise criterion for the location of the outermost possible boundary for a 
planetary ring. 

The gravitational binding of small particles on the surface of a larger rigid 
body would be an appropriate criterion if the small particles eventually be
came chemically bound to the larger body. The large body would grow by 
devouring small particles and would remain rigid. On the other hand, if small 
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particles clustered gravitationally about a larger body and chemical bonding 
did not occur, the assemblage would have low shear strength and thus be 
mechanically similar to an incompressible, homogeneous, fluid body. Even if 
we could decide which of these scenarios described more closely the behavior 
of particles in Saturn's rings, we could not use r, or r 2 to make precise 
predictions because the bodies are not synchronously rotating. 

It is of interest to compute the densities of particles for which r, or r 2 

would coincide with the outer edge of Saturn's A Ring which is located at 
2.26 RP. We find p = 0.2 g cm-" and p = 0.8 g cm----3, respectively. It is 
plausible that the particles in Saturn's rings are less dense than solid ice for 
which p = 0.9 g cm----3; the Voyager radio occultation results offer some 
support for this view (Marouf et al. 1983). We conclude that permanent, 
gravitational binding of the ring particles does not generally occur, but that 
our understanding of the reason for this is incomplete (see chapter by 
Weidenschilling et al. for additional discussion of these issues). 

Although gravity does not bind ring particles, molecular bonds can. The 
tidal stress in a particle of radius R is approximately a-1 = p (OR)2• It is equal 
to the yield stress forR = 10" km. Obviously, this criterion is irrelevant to the 
upper cutoff on the size of particles in Saturn's rings. 

A plausible argument can be made for identifying the vertical scale height 
of the rings with the upper cutoff. Suppose that the principal processes which 
determine the size distribution are collisional erosion and the accretion of the 
resulting debris. The accretion rate per unit area should be the same for all 
bodies smaller than the vertical scale height. The erosion of bodies will 
primarily be due to collisions with particles whose size is near the lower cutoff 
since they dominate the total area. The erosion rate per unit surface area 
should be similar for all bodies smaller than the vertical scale height. Typical 
impact velocities on these bodies are of order the random velocity. For parti
cles large enough to stick out of the main particle layer, i.e. for those with 
R > h, due to differential rotation the typical impact velocity is of order 
OR which is larger than the random velocity. The ratio of the average ero
sion rate per unit area to the average accretion rate per unit area should be 
independent of size for R < h and increase with R for R > h since the 
volume of the material fractured during a collision must be an increasing 
function of the impact velocity; Andrews' theory predicts that it is pro
portional to the 3/2 power of v for v > > v*. It follows that if the net 
effect of erosion and accretion is to make dR/dt = 0 for bodies with 
R < h, then dR/dt < 0 for bodies with R > h and the upper cutoff is naturally 
explained. 

A problem with this picture is that the vertical thickness of the rings 
deduced from the damping lengths of density and bending waves appears to be 
somewhat larger than the upper cutoff, at least in the A Ring (Cuzzi et al. 
1981; Lane et al. 1982; Lissauer et al. 1982; Shu et al. 1983). However, a 
smaller estimate is derived in Sec . V. B. 5. 
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2. Lower Cutoff. The lower cutoff may be due to the sticking of small 
particles to bodies of comparable or larger size following collisions. To assess 
this possibility we compare the elastic energy WE stored during an impact to 
the binding energy W8 which would be released if the material bonded across 
the contact area. The elastic energy is a significant fraction of the relative 
kinetic energy Mv2 /2. The surface binding energy is approximately W8 = Eia 2

, 

where i = 10-" cm is the bond length and a is the radius of the contact area. 
We evaluate the ratio of these energies for v = v*, since as we have seen, v is 
of order a few times v* in unperturbed regions of the rings. We obtain 

W8 ~ Eia* 2 ~ i ( E )·." ~ 10 cm 
WE - pR 3v* 2 - R CTy - -R- . (9) 

This result suggests that if molecular bonds form across the contact area 
particles smaller than a few centimeters may stick during collisions. 

The sticking hypothesis needs to be critically examined; it is not obvious 
that molecular bonds form during low-velocity impacts and the fractures 
which occur in the contact region complicate the dynamics. Also, it is difficult 
to reconcile the sticking hypothesis with the observation that in certain por
tions of the rings micron size particles make a detectable contribution to the 
optical depth at visible wavelengths. 

3. Thermal Stresses. Thermal stresses are produced as the particles spin 
and move in and out of Saturn's shadow. D. Stevenson (personal communica
tion) has pointed out that thermal stresses may be responsible for a size
dependent erosion rate. These stresses are of order 

CTT =alYJ'E, (10) 

where a is the coefficient of linear thermal expansion and IYI' is the tempera
ture variation. The value a = 5 x 10-• K-' is appropriate for solid ice at the 
ring temperature (Hobbs 1974) and eclipse cooling measurements indicate that 
temperature variations of order 10 K penetrate to depths of several millimeters 
(Froidevaux and Ingersoll 1980; Froidevaux et al. 1981). Thus CTT is of order 
5 x 10" dyne cm-2 which, although smaller than the yield stress, is large 
enough to suggest that fractures may result from thermal stress. 

It is probably at least as difficult to evaluate the erosion rate due to 
thermal stresses as that due to collisional stresses. The thermal and collisional 
time scales are of the same order of magnitude and the thermal and collisional 
stresses penetrate to comparable depths. Unlike the collisional stresses which 
are concentrated around the small area of contact, the thermal stresses are 
spread over a large fraction of the particle surface. 

The spin angular velocity must decrease with increasing particle size as a 
consequence of the tendency of elastic collisions to promote equipartition of 
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kinetic energy, although due to the imperfectly elastic nature of the collisions 
equipartition is not achieved. The erosion rate per unit area due to thermal 
stresses should increase with particle size because the depth of penetration 
of the thermal wave is proportional to the square root of the spin period. 

4. Commentary. Our discussion of the physical processes that determine 
the size distribution is far from conclusive. Even some of the assumptions 
made in deducing the distribution from the Voyager radio occultation data are 
open to question. It is crucial that the particles have shapes that are not too 
irregular and that they are well separated (Marouf et al. 1982, 1983). 
Otherwise, some of the scattering attributed to small particles may be due to 
surface roughness on larger bodies and the gravitational clustering of small 
particles, such as proposed to explain the azimuthal asymmetry of the A Ring 
(Colombo et al. 1976), could be partially responsible for the scattering attri
buted to the larger bodies. 

The high abundance of micron-size particles in the F Ring and the outer A 
Ring suggests that small particles are collisionally produced since the random 
velocity is enhanced in those regions by satellite perturbations. The surface 
area of the micron size dust is so large that only a small fraction of it could be 
produced on the collisional time scale. Most likely the dust grains adhere 
weakly to the surfaces of larger particles and are shaken off in impacts. The 
high abundance of micron-sized particles in the B Ring, where perturbations 
due to external satellites are not especially significant, hints that an enhanced 
velocity dispersion may be maintained in that ring by small imbedded satel
lites. These satellites could be in part responsible for the qualitative mor
phological differences between the A and B Rings. 

IV. LARGE-SCALE STRUCTURE OF RINGS 

Collisions conserve angular momentum and dissipate energy. As a con
sequence of differential rotation, angular momentum is transferred outward 
and the ring spreads. The characteristic spreading time for a ring of radial 
width b.r is 

fspread = (b. r)2/v . 

The kinematic viscosity v is given by 

v =o.s ~ 7 

1 + 7 2 , 

(11) 

(12) 

where v is the random velocity (Goldreich and Tremaine 1978a). We apply 
Eqs. (11) and (12) to estimate v in Saturn's rings by assuming that the rings 
have spread from a much narrower initial state to their present width over the 
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age of the solar system. This procedure yields v = 0.2 cm s-' which is 
between the theoretical estimate given in Sec. II and the value obtained from 
the damping lengths of density and bending waves. 

The overall radial width of the rings could be explained by viscous 
diffusion but the great amount and variety of structure seen on all smaller 
scales implies that other mechanisms shape the detailed morphology. Among 
the outstanding features to explain are: the differences between the classical 
A, B and C Rings, the multiple ringlets which characterize the B Ring, the 
sharp outer edges of the A and B Rings and the clear gaps which often contain 
narrow elliptical ringlets. Two general mechanisms have been proposed to 
account for some of the structure seen in the rings. They are the viscous 
instability and satellite perturbations. We discuss them below. 

A. Viscous Instability 

The torque exerted by the ring material inside radius r on the material 
outside this radius is given by (Lynden-Bell and Pringle 1974) 

(13) 

This torque is the rate at which angular momentum flows outward across the 
circle of radius r; it is also referred to as the viscous angular momentum 
luminosity L8 . The product vI determines local structure since it is the only 
part of Tv which can vary on a scale small compared to r. We have computed 
vI as a function of optical depth from the v(T) relation shown in Fig. 4 and the 
expression for the kinematic viscosity given by Eq. (12). The result is dis
played in Fig. 5. Note that this theoretical result, which predicts that vI has a 
single maximum at T = TM = 0.5, is based on the assumption that the filling 
factor is small. For sufficiently large T, the random velocity would be so low 
that this assumption would be invalid. We expect that a more complete theory 
would show that v I increases for sufficiently large T. 

The viscous instability occurs in regions where vI decreases with in
creasing T, i.e. for T > TM- The instability arises as follows (Lin and 
Bodenheimer 1981; Lukkari 1981; Ward 1981; chapter by Stewart et al.). The 
net viscous torque on a ringlet is proportional to o(v!.)lor = o(v!.)IBT · 
oTlor. If o(vI)!BT <0, ringlets move toward regions of enhanced optical 
depth and away from regions of reduced optical depth; thus a uniform disk 
with T > TM = 0.5 is unstable. The instability drives the disk toward a final 
state in which there are contiguous regions of high and low optical depth with 
identical values ofTv or v!.. 

The viscous instability is the leading contender for explaining the multi
ringlet structure of the B Ring. However, the current version of the theory 
predicts a bimodal optical depth distribution which is not observed. Also, it 
seems far-fetched to imagine that this instability could be responsible for the 
structure seen in regions of low average optical depth such as the C Ring and 
the Cassini Division. 
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Fig. 5. The product vl as a function of optical depth. 

B. Satellite Perturbations 

Satellites exert torques on the ring material in the neighborhood of reso
nances. The density and bending waves seen in Saturn's rings are due to 
torques produced by known satellites whose orbits are external to the main 
rings. Torques exerted by the shepherd satellites confine the F Ring. The 
sharp outer edge of the B Ring is maintained by the torque produced by 
Mimas at its 2:1 resonance and the sharp outer edge of the A Ring appears to 
be governed by the torque from the coorbital satellites at their 7:6 resonance. 
Torques produced by small satellites imbedded in the rings have been pro
posed to explain much of the small-scale structure. There is good circumstan
tial evidence that the Encke Division is kept open by small satellites that orbit 
within it (see chapter by Cuzzi et al.). However, in spite of a careful search, 
the satellites suspected of maintaining the inner and outer clear gaps in the 
Cassini Division were not detected by Voyager (Smith et al. 1982). Also, the 
absence of clear gaps in the B Ring has been taken as evidence that imbedded 
satellites are not responsible for its multi-ringlet structure (Lane et al. 1982). 
However, see the final paragraph in Sec. V. C for further discussion of this 
point. 

V. SATELLITE TORQUES 

Satellite torques are clearly associated with a variety of ring features. 
Nevertheless, we are far from having achieved a complete understanding of 
how they work. Some of the issues that remain to be settled are raised below. 
A bewildering variety of satellite torques is discussed in this section. To 
reduce confusion we adopt the following conventions: The satellite torques 
are exerted on rings and not on satellites. Both satellites and ring particles are 
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assumed to move on circular orbits. To simplify notation the satellite orbit is 
taken to be larger than the ring particle orbits. With these conventions, the 
satellite torques are negative. The discussion can be translated easily to the 
case where the satellite orbit is smaller than that of the ring particles. We use T 
to denote a torque; the superscripts L and NL indicate that the perturbation 
where the torque is applied is either linear or nonlinear; the critical torque 
which separates the linear and nonlinear torques is indicated by the superscript 
C; the subscripts m ands denote the torque at an isolated resonance of order 
m in a ring of uniform surface density and the total torque on a narrow 
ringlet. The satellite torques will be compared to the viscous torque which is 
given by Eq. (13). 

A. Isolated and Overlapping Resonances 

Two formulae for the satellite torque obtained from linear perturbation 
theory are available. They apply to isolated and overlapping resonances and 
read (Goldreich and Tremaine 1982) 

(14) 

L- (M")2 !,02r1llr 
Ts - -f2 M- • , 

JJ, X 
(15) 

where M 8 and Mp are the masses of the satellite and the planet. Equation (14) 
gives the torque at a Lindblad resonance which is located where 

n;n. = (r. Ir)~= ml(m - l) . (16) 

Here n., n and rs, r are the orbital angular velocities and orbital radii of the 
satellite and ring particle, m is a positive integer andf1 is a numerical coeffi
cient which is equal to 8.46 form >> l. Equation (15) gives the total torque 
on a narrow ringlet of width llr which is separated from the satellite orbit by 
a distancex = r8 - r << r ;f2 = 2.51. 

To relate the torque formulae given by Eqs. (14) and (15) we note that for 
m > > l , the radial separation between neighboring Lindblad resonances is 

(17) 

It is straightforward to derive Eq. (15) from Eqs. (14) and (17). As long as 
there are several resonances within a narrow ringlet Eq. (15) gives the total 
satellite torque. It is the correct expression for the coarse grained satellite 
torque. 
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It is difficult to decide whether a resonance is truly isolated because 
the width is not a precise concept. Where we can neglect the collective ef
fects due to self-gravity, it is natural to define the width as the radial 
distance over which the streamlines of the particle flow are significantly 
distorted. This definition yields w = (Ms IMµ)½ r. Where self-gravity is 
important a density wave is launched at the resonance and its first wave
length provides a convenient measure for the resonance width. In this 
casew = ((81T2Gir)/[302(m - l)]j!. 

The resonances overlap if d < w. With either definition of w the A Ring 
resonances associated with the coorbital satellites and the shepherd satellites 
all qualify as isolated resonances and the shepherd satellite resonances in the 
F Ring overlap. 

B. Linear and Nonlinear Satellite Torques 

In the derivation of the standard formula for the torque at an isolated 
resonance, it is implicitly assumed that the ring has uniform surface density 
and that the disturbance is sufficiently weak so that linear perturbation theory 
is applicable. We examine these assumptions and the consequences of their 
violation below. 

1. Linear and Nonlinear Density Waves. We consider linear waves first, 
and for the moment we neglect the effects of dissipation. The perturbation due 
to a satellite at an inner Lindblad resonance launches a trailing spiral density 
wave which propagates outward from the resonance. The density wave carries 
away from the resonance all of the negative angular momentum which the 
satellite torque adds to the disk. The ring particles undergo coherent oscilla
tions in the wave. At the position of the resonance the oscillation frequency is 
equal to the epicyclic frequency and it falls steadily below the epicyclic 
frequency with increasing distance from the resonance. The lowering of the 
collective oscillation frequency below the epicyclic frequency is accom
plished by the self-gravity of the disk material. The direction of propaga
tion of the density wave is determined because self-gravity can lower but not 
raise the collective oscillation frequency. Since the necessary frequency tun
ing due to self-gravity increases with distance from the Lindblad resonance, 
the wavelength shortens in proportion to (r-rr)-'. As a consequence of the 
decreasing wavelength and the conservation of the angular momentum 
luminosity carried by the wave, the amplitude of the surface density perturba
tion increases in proportion to r-rr. Thus, in the absence of damping all 
density waves would eventually become nonlinear. 

We are primarily concerned with estimating the satellite torques at reso
nances and not with the propagation of density waves. We distinguish linear 
and nonlinear torques by the fractional surface density perturbation in the first 
wavelength of the density wave. 
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2. Linear Torques. For linear torques the important comparison is be
tween the values of IT m LI and Tv. If IT m LI < Tv, the surface density remains 
uniform in the vicinity of the resonance and the actual satellite torque is equal 
to TmL· On the other hand, if IT mLI > Tv, a gap is opened in the ring and the 
actual satellite torque is reduced to :__ Tv, 

3. Nonlinear Torques. Nonlinear satellite torques are of great interest. All 
of the well-observed density waves in Saturn's rings are nonlinear in their 
first wavelengths. These include waves excited at the strongest resonances of 
the shepherd satellites, the coorbital satellites and Mimas. 

The theory of nonlinear satellite torques has yet to be worked out. Most 
likely it will require numerical calculations. However, we can make an edu
cated guess for the value of the torque by an appropriate extension of the 
linear theory. The basic assumption is that the nonlinear torque excites a 
density wave whose fractional surface density perturbation is of order unity. 
As such, the surface density perturbation is independent of the mass of the 
satellite. Since the satellite torque arises from the interaction between the 
satellite potential and the perturbed surface density, it must be proportional to 
the first power of the satellite mass. This is in contrast to the linear torque 
which is proportional to the second power of the satellite mass. 

To obtain an explicit expression for the nonlinear satellite torque we use 
the linear theory to determine both the critical satellite mass and the critical 
torque for which the density wave is marginally nonlinear in its first 
wavelength. The nonlinear torque is obtained by multiplying the critical tor
que by the ratio of the actual satellite mass to the critical satellite mass. 
Expressions for the critical mass and the critical torque follow directly from 
results given in Goldreich and Tremaine (1978b). They are 

(18) 

-1r2I"fl2 r" 

6Mµ' 
(19) 

The nonlinear torque then reads 

Tm NL= -f. mMs I 2fl2r 6 

Mµ' 
(20) 

For m > > I ,f, = 0 .44 and f. = 3. 72. 
The density wave associated with a nonlinear satellite torque does not 

carry away from the resonance all of the angular momentum deposited in the 
disk. The limitation on its amplitude implies that its angular momentum 
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luminosity decays in proportion to (r -r r )-2 and that it is of order T~; within the 
first wavelength of the resonance. The nonlinear wave enhances the viscous 
stress which is responsible for its damping. 

For nonlinear waves the important comparison is between IT mNLI and T v· 
If ITmNLI < Tv, the actual satellite torque is equal to TmNL_ On the other hand, 
if IT m"'LI > Tv, a gap opens in the ring and the actual torque is reduced to -Tv. 

4. Satellite Torque at a Sharp Edge. Sharp edges such as the outer edges 
of Saturn's A and B Rings are maintained by satellite torques. To maintain the 
edge the satellite torque must be equal to - T v evaluated in the unperturbed 
region interior to the edge. In the limit Ms < ( or >) M / = f;'i. r 2 Im, 
the maximum value of the satellite torque on a sharp edge is equal to T{;, 
(or T~L). The proof of this result follows directly from Eqs. (22)-(25) of 
Borderies et al. (1982). 

5. Ring Viscosity. We apply the results of the preceding subsection to 
estimate the viscosity in Saturn's rings. The cleanest determination is obtained 
for the outer A Ring. The strongest resonances in this region are those due to 
the larger coorbital satellite (Lissauer and Cuzzi 1982). A nonlinear density 
wave but no gap is found at the position of the 6:5 resonance which implies 
that the viscous luminosity of angular momentum just inside the resonance 
exceeds the magnitude of the nonlinear satellite torque. The sharp outer edge 
coincides with the 7:6 resonance which tells us that the viscous luminosity of 
angular momentum just inside the edge is smaller than the magnitude of the 
nonlinear satellite torque. From these deductions and Eqs. (13) and (20) for T v 

and T mNL, we conclude that v is > 13(1/100 g cm - 2 ) cm2 s-• just inside the 6:5 
resonance and < 16(1/100 g cm-2 ) cm' s-' just inside the 7:6 resonance. 
To obtain the corresponding estimates for the velocity dispersion and ring 
thickness, we adopt I = 50 g cm-' and T = 0.5 for the outer A Ring and 
apply Eq. (12). We find v = 0.07 cm s-' and h = 5 m. These values are not 
very precise because they were derived using the expression for the non
linear satellite torque which is itself an estimate. 

C. Shepherding Torques 

There has been considerable discussion of the confinement of narrow 
ringlets by pairs of small satellites (Goldreich and Tremaine 1979). Recent 
work has focused on the role of dissipation (Greenberg 1983). The standard 
explanation of the shepherding mechanism is as follows. Torques due to 
satellites tend to repel ring material. Therefore, narrow rings can be located 
between pairs of satellites where the net torque vanishes. The satellites exert a 
net positive torque on the inner half of the ring and a net negative torque on 
the outer half. These balance the viscous torque across the midline ring. 

The explanation in the previous paragraph leads to a paradox which has 
thus far escaped attention. The satellites transfer energy as well as angular 
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Fig. 6. Illustration of the shepherding geometry. 

momentum to the ring. In a steady state the net torque vanishes but the net 
energy transfer is positive. The energy is dissipated by particle collisions. We 
now show that the viscous stress associated with the dissipation of energy 
appears to be so large that the satellites cannot confine the ring. Consider two 
identical satellites of mass M 8 spaced a distance x from a narrow ringlet of 
width 11r (cf. Fig. 6). We assume that /1r << x << r. The ring and the 
satellite orbits are taken to be coplanar circles. We imagine the ring to be 
divided into an inner and an outer half. The total torques on the ring from the 
inner and outer shepherd satellites are denoted by +T8 • For our purpose we 
only need to know that the magnitude of Ts decreases with increasing x. It is 
irrelevant whether the torque is linear or nonlinear. For definiteness we take T8 

to be proportional to x~q; q = 4 for linear torques and q = 3 for nonlinear 
torques. 

The standard treatment of the shepherding mechanism involves equating 
to zero the net torque on each half of the ring. This procedure yields 

-2x 
Ts =-A-TV, 

qur 

where T v is evaluated at the midline of the ring. 

(21) 

We extend the standard theory by relating T8 to the energy dissipated in 
the ring. For simplicity we assume that the ring is in a steady state. The Jacobi 
constant 
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J = E - f!s H (22) 

is conserved during an interaction with a satellite whose orbital angular 
velocity is f!8 • Here E and H are the total energy and angular momentum 
of the ring. From this relation we deduce that the satellites transfer energy 
to the ring at a rate 

dE x 
-= -3-f!T. 

dt r s 
(23) 

In a steady state this energy is dissipated in particle collisions so we have 

dE v2 

-- = -M - = -21r r!:,,.r lv2f!r. 
dt r fc 

(24) 

In writing Eq. (24) we have set the collision frequency equal to f!r and 
assumed that a significant fraction of the relative kinetic energy of colliding 
particles is dissipated. Next we use Eqs. (12) and (13) to rewrite Eq. (24) as 

(25) 

Finally, we add the contributions to dE/dt given by Eqs. (23) and (25) which 
sum to zero to obtain 

(26) 

Comparison of Eqs. (21) and (26) reveals a contradiction with our beginning 
assumption that !:,,.r << x. The origin of the problem is clear. The satellites 
produce torques that tend to confine the ring but they also transfer so much 
energy to it that confinement is impossible. 

Can this paradox be resolved or must the shepherding mechanism 
be discarded? The answer lies in recognizing the weak link in the chain 
of arguments which led to the paradox, namely the step relating the rate 
of energy dissipation to the viscous luminosity of angular momentum. This 
step would be valid if the satellite perturbations were axisymmetric but 
they are not. We have shown elsewhere (Borderies et al. 1982, 1983) that in 
nonaxisymmetric regions, the magnitude and even the sign of the viscous 
angular momentum luminosity are not simply related to the rate of energy 
dissipation. We believe that the resolution of the shepherding paradox follows 
along these lines. 
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Fig. 7. Collision between neighboring streamlines following perturbation by a shepherding 
satellite. The horizontal scale is compressed relative to the vertical scale by a factor 75. 

Some insight concerning the relation between energy dissipation and 
angular momentum transport in the shepherding process may be gained from 
Fig. 7. Shown there are two neighboring streamlines of initially circular test 
particle orbits perturbed by a shepherd satellite. Since the perturbed stream
lines oscillate with slightly different wavelengths (A = 37T.X) they eventually 
intersect. The intersection occurs at quadrature, i.e., midway between 
periapse and apoapse. At the point of intersection the orbital angular velocity 
increases outward. Thus, if we were to assume that all of the energy dissipa
tion and associated angular momentum transport occurred there, we would 
conclude that the angular momentum flowed inward, rather than outward as it 
does in unperturbed regions. The foregoing argument illustrates the subtlety 
of the relation between energy dissipation and angular momentum transport in 
perturbed regions. A more complete analysis indicates that the balance of the 
energy dissipation and angular momentum transport occurs well before the 
hypothetical streamline crossing for r < < 1 and close to it for r > > l. 

Our assessment of this paradox suggests to us that the accepted descrip
tion of the shepherding mechanism is seriously flawed. The old picture is 
correct in so far that the narrow rings are located between pairs of satellites 
where the net torque vanishes. However, the satellite torques are not respon
sible for confining the ring material. The confinement is due to the inward 
transport of angular momentum which accompanies the dissipation of the 
energy associated with the disturbances created in the ring by the shepherd 
satellites. This new view removes the problem of understanding the sharp 
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edges of the narrow rings. Also, although less obvious, the minimum sizes 
predicted for the satellites inferred to shepherd rings are diminished by a 
factor 11r/x. 

A speculative possibility is that there are regions in Saturn's rings where 
the optical depth is so high that small imbedded satellites might be unable to 
clear gaps although they could still produce optical depth variations. Perhaps 
small satellites may still prove to be the cause of structure in the B Ring. 

VI. TIME SCALE FOR SATELLITE ORBIT EVOLUTION 

As external satellites extract angular momentum from the rings their 
orbits expand. Calculations based on the formula for the linear satellite torque 
predict remarkably short time scales for the recession of close satellites from 
the rings (Goldreich and Tremaine 1982). Accounting for the effects of non
linearity lengthens the estimated time scales, perhaps by as much as an order 
of magnitude for 1980S27 and the coorbital satellites, less for 1980S26 and 
not at all for 1980S28. Thus these short time scales remain perhaps the most 
intriguing puzzle in planetary ring dynamics. 

Since angular momentum may be transferred outward in resonant interac
tions between satellites (Goldreich 1965; Peale 1976), it is natural to inquire 
whether the inner satellites in question are involved in any orbital resonances 
with the more massive outer satellites. If they were, the time scale problem 
would be alleviated because the angular momentum taken from the rings by 
the inner satellites would largely go into expanding the orbits of these more 
massive bodies. We have spent considerable effort fruitlessly searching 
for appropriate two- and three-body resonances. We identified several close 
misses and a number of excellent candidates for past or future resonances 
but failed to find a single active resonance. 

The severe nature of the problem is well-illustrated by the system com
posed of the F Ring and its two shepherd satellites, 1980S26 and 1980S27, 
hereafter called S26 and S27. Taken by themselves, S26 and S27 could have 
moved from the outer boundary of the A Ring to their present locations in 
approximately 2 x 107 yr and 4 x 10• yr, respectively. (These values are 
based on an assumed I = 50 g cm-2 .) The actual situation is more compli
cated. S27 is trapped between the A Ring and the F Ring and some of the 
angular momentum it takes from the A Ring is transferred outward to the F 
Ring. S26 takes angular momentum from the F Ring as well as from the A 
Ring. Since S27 is located closer to the A Ring and is more massive than S26, 
and presumably the F Ring as well, in the absence of interactions with addi
tional bodies, the entire system would recede from the A Ring at the rate 
determined for S27 alone. 

The outward movement of the system could be reduced if S26 were 
involved in a resonance with a more massive outer satellite. When the early 
results of the orbit determination of S26 showed that its mean motion was 
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close to 3/2 that of Mimas, everything seemed to be falling in place. S26 
would transfer angular momentum to Mimas which would then pass most of 
it along to the more massive Tethys with which it is involved in a resonance. 
Hope for this solution died when a more accurate orbit determination dem
onstrated that the suspected resonance between S26 and Mimas was just a 
close miss. 

No resonance has been found linking S26 with one or more outer satel
lites. What might this imply? Are the F Ring and its shepherd satellites very 
young? Does the long sought resonance exist awaiting detection? A most 
interesting possibility is that S26 is transferring angular momentum to Mimas 
even though the two bodies are not in an exact orbital resonance. This could 
be accomplished if the motion of S26 were chaotic, i.e., if the value of its 
mean motion were undergoing a slow random walk. We have proven that if 
the mean longitude of S26 were subject to a significant random drift, in 
addition to its dominant secular increase, angular momentum transfer to 
Mimas would take place by virtue of the near resonance between S26 and 
Mimas. By significant drift we mean of order one radian on the circulation 
time scale of the critical argument associated with the near resonance. To 
check this hypothesis, we must first determine whether the orbital motion of 
S26 is chaotic. To do so we need to investigate the perturbations of its orbit 
produced by S27. Solution of this and the other outstanding theoretical prob
lems will await results of ongoing research. 
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RADIAL PROFILES OF 
SATURN RING OPTICAL PROPERTIES 

The Voyager spacecraft returned an unprecedented quantity and variety of mea
surements of the properties of Saturn's rings. An effort is underway to com
pile and correlate many of these data for publication in an atlas of Voyager 
Saturn ring data. A preliminary and greatly-abridged version of this compila
tion is presented here. Specifically, radial profiles of ring opacity (defined 
here as normal optical thickness) are presented at a resolution of approxi
mately 50 km for wavelengths of 2.6 x 10-• cm, 3.6 cm and 13 cm. Ring 
reflectance (at A = 5 X 10-' cm) is also presented for two geometries of 
ring viewing (illuminated and unilluminated faces). 

Description of Data Sets 

The Voyager flybys yielded a wide variety of observations of the rings of 
Saturn, among which are the following: 
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1. Radial profiles of optical thickness at 3.6 cm and 13.6 cm using the 
spacecraft radio signal as the source and Earth-based telemetry antennas 
as receivers. 

2. Radial profiles of optical thickness at about 1300 A and 2640 A, using 
starlight (S Seo) as the source and the Voyager ultraviolet and photo
polarimeter instruments as receivers. 

3. Radial profiles of ring albedo for several wavelengths (3000 - 6000 A) and 
combinations of lighting and viewing geometry, including both the illumi
nated and unilluminated surfaces, acquired by the imaging investigation. 

4. Azimuthal and time-resolved profiles of ring albedo, derived from imaging 
data. 

5. A record of probable impacts of G Ring particles on the Voyager 2 space
craft detected by the plasma wave and planetary radio astronomy 
instruments. 

6. Profiles of the number density of magnetospheric charged particles ob
served by the plasma, low energy charged particle, and cosmic ray 
instruments. 

Figure I includes data from observations l-3 of those listed above. This 
appendix presents data on microwave opacity, ultraviolet opacity and visible 
light reflectance. 

Microwave Opacity. On 13 November 1980, Voyager I flew behind 
Saturn's rings (as observed from Earth; see Fig. 2) causing the radio signal to be 
attenuated by the rings (Eshleman et al. 1977; Tyler et al. 1981; and Tyer et al. 
1983). The spacecraft-to-ring distance was approximately 250,000 km during 
this period so that the radio beam illuminated a large area of the rings at any 
one time. The angle between the optical path and the ring plane was 5?9. The 
received signal consisted of two components: (1) the transmitted beam, and 
(2) forward-scattered radiation from regions of the rings adjacent to the 
spacecraft-Earth vector. Forward-scattered radiation is shifted in phase and 
frequency from the transmitted signal and it is possible to determine the region 
of the rings through which a signal is scattered from these phase and Doppler 
shifts. 

While the results of processing the scattered signal have been reported for 
selected regions of the rings (see e.g., Marouf et al. 1983), the data in Fig. 1 
~e derived only from the transmitted beam. The radial resolution and uncer
tainty of these data vary as a function of opacity with best resolution and 
lowest uncertainty occurring in regions of minimum opacity. An indication of 
the uncertainty of the signal measurement is provided in Fig. 3. Wavelength 
dependent differences in opacity are evident in several regions (e.g., the 
C Ring). Within such regions, at least some of the ring particles are of a 
size comparable to the wavelength of the incident radiation. 
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Fig. 2. Voyager I radio occultation as viewed from Earth. Spacecraft motion carried Voyager 
from behind the planet into the eastern ansa and then, successively, behind Rings C, B, A 
and F. Ring F is indicated by the single outer line in the figure; the Cassini Division is 
between Rings A and B (figure from Tyler et al. 1983). 

Ultraviolet Opacity. On 26 August 1981, the Voyager 2 ultraviolet spec
trometer (UVS: Broadfoot et al. 1977) and photopolarimeter (PPS: Lillie et al. 
1977) recorded the brightness of the star 8 Seo at 1300 A and 2640 A, 
respectively, as it was occulted by the portion of Saturn's rings in Saturn's 
shadow (Fig. 4). The time resolution (0.32 and 0.0ls) of these observations 
yields a radial resolution of approximately 3.2 and 0.1 km for the UVS and 
PPS, respectively (Sandel et al. 1982; Lane et al. 1982). The angle between 
the optical path and the ring plane was 28°7. For Fig. 1, the PPS data, 
converted to normal optical depth, has been smoothed to a resolution of 
50km. 

Visible Light Reflectance. The Voyager trajectories provided the oppor
tunity to photograph Saturn's rings from a variety of perspectives (see Smith 
et al. 1977). Among these observations were two which provided relatively 
high spatial resolution (approximately 5 km per sample) throughout all, or 
nearly all of the ring's radial extent (Fig. 5). Each such observation consisted 
of a radial scan of approximately 20 narrow-angle images. Voyager 1 returned 
one of these scans on 12 November 1980 under the following conditions: 

Illumination: north surface at an angle of 4?7 above the ring plane; 
Viewing: south surface at an angle of approximately 12° below the ring 

plane; 
Phase angle: 45°-48°. 
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Fig. 3. Uncertainty (l<T) in the microwave opacity measurements plotted in Fig. I. 
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Fig. 4. A diagram showing the apparent path (arrow) of ll Seo as it was occulted by the 
shadowed portion of Saturn 's rings and observed by Voyager 2 's PPS and UVS instruments. 

Voyager 2 acquired a comparable set of images on 25 August 1981 under 
significantly different conditions: 

Illumination: north surface at an angle of 10° above the ring plane; 
Viewing: north surface at an angle of approximately 28° above the ring 

plane; 
Phase angle: 45°-48°. 

As reported elsewhere (Simpson et al. 1983) a vector for Saturn's polar 
axis has been identified which yields excellent registration of the radio and 
ultraviolet data sets to an accuracy of significantly better than 10 km (1 <T). The 
outer half of the Voyager 2 imaging scan has been geometrically processed 
using as a benchmark a star that is faintly visible through the A Ring. Other 
portions of the imaging data have been processed to provide frame-to-frame 
consistency, and an absolute scale has been adopted which provides accurate 
registration with the radio and ultraviolet scans for features which are known 
to be circular. 
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BRING CRING 

Fig. 5. Voyager I photographs showing the rings north (A) and south (B) surfaces. The 
rectangles indicate the approximate location of the high-resolution imaging mosaics from 
which were derived the data plotted in Fig. I. Each imaging mosaic consisted of a linear 
alignment of approximately 20 narrow-angle images. 
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LIST OF COLOR ILLUSTRATIONS 

Plate 1. Uranus and its rings. 
Plate 2. Saturn's rings in artificial reconstruction of true color. 
Plate 3. False color view of Saturn's rings. 
Plate 4. Unlit face of Saturn's rings. 
Plate 5. Saturn's A Ring in false color. 
Plate 6. Saturn's outer C and inner B Rings in false color. 
Plate 7. Computer simulation of ring particle-size distribution. 
Plate 8. Artist's conception of dynamic ephemeral bodies. 
Plate 9. Color isophotes of ansa of Jupiter's rings. 
Plate 10. Color isophotes of Jupiter's shadow on its rings. 
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Plate I. Image of Uranus and its rings, made on 15 June 1983 by D. Allen of the 
Anglo-Australian Observatory. The brightest part of the rings lies to the southwest. 
The pixel size is 0.15 arcsec, interpolated from an original 0.30 arcsec. The map 
was made through a circular aperture of 0. 7 arcsec. The red image represents K 
wavelength (2.2 µ,m) and the cyan image represents J (1.2 µ,m) (see chapter by 
Elliot and Nicholson). Photograph courtesy of the Anglo-Australian Telescope 
Board. 

[ 749 ] 



Plate 2. This image, in artificial color which approximates the true color of the rings, was 
taken by Voyager I after Saturn encounter from about 1.5 X 106 km. The distinctly 
different appearance of the bright B Ring from the other rings is apparently due to small 
quantities of dust particles in its many irregularly-spaced features. The innermost C Ring 
is darker due both to darker particles and fewer of them; its characteristic banded appear
ance is quite different from the A and B Rings, but similar to the structure in the Cassini 
Division, the dark area between the bright A and B Rings. The C Ring brightness increases 
with angle away from the night side of Saturn due to increased illumination from Saturn's 
lit face. A diffuse, faintly bright spoke is seen crossing the brightest part of the B Ring; 
such features are probably caused by electrical storms on the planet. The F Ring is faintly 
visible as a thin strand lying outside of the outer edge of the A Ring. In the outer third of 
the A Ring lies the Encke Gap, in which several unseen moonlets are probably embedded. 



Plate 3. False color view of Saturn's rings. This highly enhanced view was assembled from 
clear, orange, and ultraviolet frames obtained by Voyager 2 from a range of 8.9 x 106 km 
(Smith et al. 1982). It shows the relatively blue color of the C Ring and Cassini Division, 
as well as color differences between the inner and outer B Ring and between these and the 
A Ring (see chapter by Cuzzi et al.). 

[ 751 ] 
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Plate 7. A computer-simulated view of particles ranging in size from marbles to beach balls 
populating a 3-meter-square section of Saturn's A Ring. This picture was constructed to 
illustrate the size distribution of ring panicles based on Voyager data, rather than to 
provide a realistic image of the physical structure of the panicles. Nevenheless , its 
representation of ring particles as perfectly smooth (presumably hard) spheres is typical of 
the properties often assumed (implicitly or explicitly) in mathematical studies of rings. 
This idealized image contrasts with the model of particle propenies illustrated in Color 
Plate 8 (see chapter by Weidenschilling et al.). Picture from JPL/NASA. 

[ 754 ] 



Plate 8. Dynamic ephemeral bodies (DEB 's) in Saturn's rings viewed from just above the 
plane. House-sized bodies (the larger bodies in the picture) grow in a matter of days by 
accretion of much smaller particles, shown as a haze among the larger bodies. The large 
bodies continually break up due to tidal forces, as in the case of the S-shaped disaggregat
ing swarm in the right foreground. Large bodies are irregularly shaped and lie roughly in 
a monolayer; smaller particles lie in a many-particle-thick layer. This painting represents 
a thinly populated locale, where optical thickness T < I. Zones with T > I would 
look similar except that the haze of small particles would hide more completely the 
background. Painting by W. K. Hartmann, based on the model of particle properties and 
dynamics discussed in the chapter by Weidenschilling et al. 

[ 755 ] 
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albedo 

angular momentum 
luminosity 

ansa (anses or 
ansae, plural) 

apsidal 
precession 

apsidal resonance 

bending waves 

Boltzmann 
constant 

GLOSSARY 

reflectivity of a body. Bond albedo: ratio of total flux 
reflected in all directions from a planetary body to total 
incident flux. Geometric albedo: ratio of observed plane
tary brightness at a given phase angle to the brightness of 
a perfectly diffusing disk with the same position and 
angular size. 

rate at which angular momentum flows outward across 
a circle of given radius in a planetary ring (see chapter 
by Borderies et al.). 

portion of rings that appears farthest from the disk of a 
planet. In early Saturn drawings, the "handles" of the 
ring were so called because they resembled the handles 
of a vase. 

precession of the points (apsides) at each end of the 
major axis of an elliptical orbit. 

resonant orbital perturbations that occur when the free 
apsidal precession period of an orbiting particle closely 
matches the sidereal period of a perturbing satellite. Par
ticles in and near the Saturn ringlet at 1.29 Rs have an 
apsidal resonance with Titan. Apsidal resonance is a type 
of eccentricity resonance, although in some contexts it 
may be used synonomously with eccentricity resonance. 
See resonance. 

wave motion in which particles oscillate normal to the 
ring plane. The wave propagates due to collective gravi
tational effect of particles on neighboring regions (see 
chapter by Shu). The wave can be driven by inclination 
resonance. 

the constant in the ideal gas law, k = 1.38 x 10-"' 
Joule/K. It also appears in the related expression for the 
Maxwell-Boltzmann distribution of momenta in an 
equilibrium-fluid swarm of particles, derived from the 
Boltzmann equation (see below). 

l 759 J 
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Boltzmann 
equation 

coefficient of 
restitution 

coorbital 
satellites 

corotation 
resonance 

cosmogony 

cosmology 

Coulomb 
collisions 

DEB's 

Debye length 

Delaunay 
variables 

density waves 

GLOSSARY 

a fundamental equation of kinetic theory which describes 
the distribution of velocities and positions of an ensem
ble of particles. It may be used to obtain the equations of 
continuity and mass conservation of fluid flow. 

a parameter denoting the ratio of rebound to impact ve
locities for collisions of solid bodies. 

two of Saturn's satellites, Janus (1980Sl) and Epime
theus (1980S3), which have the same mean distance 
from the planet and which execute horseshoe orbits with 
respect to one another. 

an eccentricity resonance that depends on the eccentricity 
of the perturbing satellite, rather than on the eccentric 
motion of the perturbed particle. Contrast this with 
Lindblad resonance. See also eccentricity resonance. 

study of the origin of the cosmos. It now generally refers 
to study of the origin and formation of the solar system. 

study of the origin and formation of the universe
literally, study of the cosmos. 

collisions between charged particles, mediated by the 
electrostatic force between them. 

dynamic ephemeral bodies, ring particles hypothesized 
to consist of agglomerations of small particles, with very 
short lifetimes between their rapid accretion and tidal 
disruption (see chapter by Weidenschilling et al.). 

a characteristic distance in a plasma beyond which the 
electric field of a charged particle is shielded by particles 
with charges of the opposite sign. 

a set of orbital elements, which can be expressed in terms 
of Keplerian elements, and for which the equations of 
variation due to perturbations take the form of canonical 
equations of classical mechanics. 

wave motion in a flat disk of particles, often driven by 
resonant perturbations by a distant satellite. The wave 
propagates due to collective gravitational effect of par
ticles (i.e., local surface density variations) on particles 
in neighboring regions. The theory was originally de
veloped to explain spiral structure of galaxies (see chap
ter by Shu). The wave can be driven by eccentricity 
resonance. 



despinning 

dispersion 
velocity 

disturbing 
function 

eccentricity 
resonance 

elastic modulus 

epicyclic motion 

Epstein drag 

escape velocity 

Fokker-Planck 
approximation 

Fresnel 
diffraction 

Fresnel scale 
(or zone) 

FWHM 
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slowing of a body's rotation rate, e.g., due to tidal dissi
pation or impacts by many small particles. 

see random velocity. 

gravitational potential experienced by a satellite (or ring 
particle) due to the presence of another satellite or per
turbing mass. 

oscillatory resonant response, relative to circular motion, 
of a satellite or ring particle to a periodic gravitational 
perturbing force in the plane of motion due to another 
satellite. It is sometimes called horizontal resonance or 
apsidal resonance. Eccentricity resonances can drive 
density waves in planetary rings. 

a parameter describing a material's elasticity: the ratio of 
stress to strain. 

planar motion of an orbiting body in a noncircular orbit 
relative to a circular reference orbit. 

a law describing the drag of a medium (e.g., a gas) on an 
object moving through it. The Epstein drag law applies 
when the object is smaller than the mean free path of the 
constituent particles (or molecules) of the medium. 

the speed an object must attain to escape from a gravita
tional field. 

a means of describing evolution of an ensemble of par
ticles subject to random forces, by assuming that the 
random effects are frequent, compared with the rate of 
evolution of the system. 

the wave interference effects obtained when a light 
source or an observing plane is at a finite distance from a 
diffracting aperture. 

the separation distance ( or area) between intensity 
maxima on the observing plane in Fresnel diffraction. 
This distance limits the resolution of occultation mea
surements of sharp edges, unless the diffraction can be 
numerically removed. 

full width at half maximum, the width of a spectral line, 
of a ring feature, or of any other feature on a quantitative 
trace at half-maximum intensity. 
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Gauss's law 

glory 

gravitational 
instability 

Green's function 

Helmholtz 
time scale 

Hilda asteroids 

horizontal 
resonance 

horseshoe orbit 

impact strength 

inclination 
resonance 

GLOSSARY 

a law that states for any closed surface, the total inte
grated normal gravitational ( or electrostatic) force is pro
portional to the total mass ( or charge) within the surface. 

phenomenon of wavelength-dependent interference that 
(as the term is used traditionally) creates circles of color 
around an observer's shadow in cloud or fog. In the 
general sense, it refers to the strong enhancement of 
reflectivity by nearly spherical particles close to the di
rection of exact backscatter. 

condition in which slight rearrangements or concentra
tions of a relatively uniform distribution of mass can, by 
their gravitational effect, initiate substantial further con
traction of mass into even more localized concentrations. 

type of function used in reducing boundary value prob
lems with partial differential equations into integral 
form. 

time scale for Kelvin-Helmholtz contraction, the contrac
tion of a star ( or a planet like Jupiter) as a consequence of 
losing gravitational potential energy by radiating ther
mal energy, in the absence of thermonuclear or other 
nongravitational energy sources. 

the group of asteroids with orbits resonant with Jupiter's 
near the 3:2 commensurability of orbital periods. 

see eccentricity resonance and resonance. 

motion of an orbiting particle that alternately nearly over
takes another orbiting body and then slows down so as to 
be nearly overtaken by the other body. In a reference 
frame rotating with the orbit of the other body, the par
ticle follows a horseshoe shaped path. See also Jacobi 
constant and coorbital satellites. 

the critical energy of an impact, per unit volume of 
the target, above which the target is fragmented cata
strophically. 

oscillatory resonant response of a satellite or ring particle 
to periodic gravitational perturbations (due to another 
satellite) out of the plane of reference. Inclination reso
nances can drive bending waves in planetary rings. Also 
called vertical resonance. See resonance. 



Jacobi constant, 
or integral 

Jeans instability 

Keplerian disk 
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the only known integral of motion in the restricted 
three-body problem, where a massless particle moves 
under the influence of two point masses in circular orbit 
around one another. This constant is a pseudo-energy in 
a rotating coordinate system in which centrifugal force 
is represented by a potential field. 

gravitational instability in an idealized, infinite, homo
geneous medium. See gravitational instability. 

disk of particles in Keplerian motion. See Keplerian 
motion. 

Keplerian motion motion of freely orbiting bodies in an inverse-square-law 
force field. 

Keplerian shear shearing motion of an ensemble of particles, each on a 
nearly circular, Keplerian orbit. Orbital velocity de
creases with orbital radius, yielding the shear. Viscous 
drag on such shear, due to collisions, plays a key role in 
ring processes. 

Kirkwood gaps 

Kronecker delta 

Lagrange points 

Laplace 
coefficients 

libration 

Lindblad 
resonance 

gaps in the semimajor-axis distribution of asteroids, 
located at positions of orbital periods commensurable 
with Jupiter's period. 

mathematical symbol oii, which equals 1 when indices i 
and j are equal, or equals zero otherwise. 

equilibrium points in the restricted three-body problem. 
See Jacobi constant. The two stable Lagrange points 
each form an equilateral triangle with the two massive 
bodies. 

coefficients appearing in the expanded form of the dis
turbing function, the gravitational potential due to one 
orbiting perturbing body on another orbiting perturbed 
body. The coefficients are functions of the ratio of 
semimajor axes of the two orbiting bodies. 

oscillation of an angular quantity about a fixed value. 
It often describes a stable orbital or rotational con
figuration. 

eccentricity-type resonance of first order in the eccen
tricity of the perturbed particle. See also eccentricity re
sonance and resonance. This terminology comes from 
galactic dynamics; in the 1920s Lindblad invoked such 
resonances to explain spiral arms. 
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Lorentz force 

Lyman-a 

magnetosphere 

mass extinction 
coefficient 

Maxwellian 
plasma or gas 

Mie scattering 

moom 

GLOSSARY 

force on a charged particle due to the presence of an 
electric field and motion across a magnetic field. The 
latter component is the cross product of the particle's 
velocity with the magnetic flux density. 

a line in the far-ultraviolet part of the spectrum at 
1215.67A, strongly absorbed and easily emitted by 
hydrogen atoms and associated with the ground state. 
It is a part of the Lyman spectral series. 

region surrounding a planet, in which charged particles 
are controlled by the magnetic field of the planet, rather 
than by the Sun's magnetic field, which is carried by the 
solar wind. 

optical thickness divided by surface mass density. In cgs 
units, mass extinction coefficient is cm2 /g. It is some
times called specific opacity. 

one whose molecules have a Maxwellian velocity 
distribution. 

scattering of light by particles with size comparable 
to the wavelength. Exact albedo and phase functions 
are highly oscillatory with direction and wavelength; 
however, slight irregularities and distributions of size 
smooth out these features, leaving predominantly for
ward-scattering behavior (see appendix to chapter by 
Cuzzi et al.). 

small satellite in or near a ring that may be the source of 
ring particles. The word is a combination of moon and 
mom (see chapter by Burns et al.). 

Newcomb operator notation used in the expansion of the planetary disturbing 
function. See also Laplace coefficients. 

nodal precession 

occultation 

opacity 

precession of the points of intersection between the orbi
tal plane of a satellite and the reference plane. 

the phenomenon of one celestial body apparently passing 
in front of another. In the case of the Voyager radio 
occultation, the radio transmitter passed behind Saturn's 
rings. 

a loosely defined term referring to the ability of a 
medium to extinguish radiation of any given wave
length. In various applications opacity has been used 
to mean (a) optical thickness divided by physical 



opposition effect 

optical depth 

optical thickness 

phase angle 

Poisson ratio 

Poynting-Robertson 
or(PR) drag 

radio thickness 
or radio depth 

random velocity 
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thickness, (b) optical or radio thickness, or ( c) mass 
extinction coefficient. in the latter case it is usually 
called specific opacity. 

abrupt increase in brightness of a body or ring near zero 
phase angle. 

the intensity of light passing through a medium consist
ing of a field of particles decreases exponentially with 
distance through the medium. The depth of penetration 
into the medium (e.g., into a planetary atmosphere or 
ring) can be expressed in terms of the number of factors 
of e of diminishment. That number is the optical depth. 
The number of factors of e diminishment through the 
entire medium (e.g., from one side to the other of a 
planetary ring) is called the optical thickness. Strictly 
speaking, optical thickness depends on the direction of 
propagation relative to the normal to the ring surface. 
In practice the term optical thickness is often used syn
onymously with normal optical thickness. In ring 
studies, the term optical depth is often used to mean 
optical thickness. These terms generally refer to a par
ticular wavelength. 

see optical depth. 

Earth-object-Sun angle. 

ratio of transverse contraction strain to longitudinal elon
gation strain for a material under tensile stress. 

a loss of orbital angular momentum by orbiting particles 
associated with their absorption and reemission of solar 
radiation (see Mignard's chapter). 

equivalent of optical thickness, measured at radio wave
length. See optical depth. 

a ring particle's velocity at any instant can be charac
terized as the sum of (a) the velocity it would have in a 
circular (usually Keplerian) orbit at its distance from the 
center of force (planet), and (b) a random component 
(related to its orbital eccentricity and inclination in the 
Keplerian case). A population of ring particles is gener
ally assumed to have a characteristic random velocity 
value, sometimes called velocity dispersion, dispersion 
velocity, sound speed, or thermal velocity (the last two 
by analogy with gas dynamics). 
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random relative 
velocity 

reflectivity 

regolith 

relative velocity 

resonance 

Reynolds number 

ringmoon 

rms 

Roche limit 

Roche lobe 

Roche zone 

Safronov number 

GLOSSARY 

the relative velocities at which ring particles approach 
one another prior to gravitational or collisional interac
tions as governed by random velocity (see definition), 
rather than by systematic Keplerian shear (see defini
tion). The mean random relative velocity is roughly 
equal to the mean random velocity. 

ratio of reflected intensity of light to incident (usually 
solar) flux, generally given as a geometric albedo. 

surface layer of loose, fragmental debris produced by 
impacts on the surface of a body. 

velocity between ring particles. It is often used to denote 
random relative velocity (see above). 

selective response of any periodic system to an external 
stimulus of the same frequency as the natural frequency 
of the system. Ring particles can have a resonant 
response to the periodic driving force of a satellite's 
gravity. 

a dimensionless parameter that governs the conditions 
for the occurrence of turbulence in fluids. 

a small satellite in or near planetary rings. 

root mean square, the square root of the mean square 
value of a set of numbers. 

the minimum distance at which a zero-strength satellite, 
influenced by its own gravitation and by that of a primary 
mass about which it describes a Keplerian orbit, can 
exist. Such a satellite, with the same mean density as its 
primary but much smaller in size, will break up at 2.44 
times the radius of the primary (see Weidenschilling et 
al.'s chapter). 

the potential well around each of two massive bodies in 
circular orbit around one another. 

the space inside the Roche limit. 

a parameter 0 relating the random velocity in a swarm 
of particles to the escape velocity of a characteristic size 
particle (usually the largest in the swarm): 0 = (escape 
velocity/random velocity)2/2. 



scale height 

shepherd 
satellite 

shielding length 
in a plasma. 

sound speed 

sphere of 
influence 

sputtering 

Stokes drag 

surface of 
section 

Taylor series 

Tisserand 's 
relation 

typical particle 
size 
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height over which atmospheric ( or ring) density changes 
by a factor e. It is often used to connote physical thick
ness of a ring. 

a satellite in orbit near the edge of a planetary ring, that 
exerts a gravitational torque and thus maintains the integ
rity of the planetary ring by preventing it from spreading. 

see Debye length. 

in a gas, the speed of sound approximately equal to the 
rms speed of the molecules. By analogy, for planetary 
rings, sound speed is sometimes used to denote random 
velocity of particles. See random velocity. 

the region around a body (orbiting a primary) in which 
the motion of a test particle is dominated by the gravity 
of the orbiting body, not by the primary. 

expulsion of atoms from a solid, caused by impact of 
energetic particles. 

viscous drag law stating that the force which retards a 
body moving through a fluid is directly proportional to 
the velocity, the radius of the body, and the viscosity of 
the fluid. Stokes drag applies for low Reynolds number 
and if the mean free path of fluid molecules is small 
compared with the body's size. See Epstein drag. 

technique of identifying integrals of motion of a dynami
cal system by examining the locus of the intersection of 
trajectories with a two-dimensional surface in phase 
space. 

the expansion of a mathematical function f(x) about a 
particular value of x =c, as a power series in (x-c). The 
first-order term gives the linear approximation to the 
function. 

the Jacobi constant expressed in terms of Keplerian 
orbital elements. It was originally used as a criterion 
for comet identification: although individual orbital 
elements can change under the influence of Jovian per
turbation, the Jacobi constant may remain intact. 

a loosely defined term which should be carefully defined 
for any given application. 
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van der Waals 
attraction 

velocity 
dispersion 

vertical 
resonance 

GLOSSARY 

the relatively weak attraction forces operative between 
neutral atoms and molecules. 

see random velocity. 

see inclination resonance and resonance. 

viscosity the resistance that a fluid system offers to flow when it is 
subjected to a shear stress. It is a measure of the internal 
friction that arises when there are velocity gradients 
within the system. SeeKeplerian shear. 

WKB (or WKBJ) the Wentzel-Kramers-Brillouin(-Jeffreys) functional 
approximation form used as an approximate solution to the Schrodinger 

wave equation, but also used in density wave theory 
for galaxies and planetary rings (see chapter by Shu). 
Jeffrey's work with this mathematical technique pre
ceded that of W, K, and B. Now that wave mechanics 
are known to be crucial to the behavior of rings, this 
contribution joins Jeffreys' more direct studies of ring 
dynamics as a major early contribution to the subject of 
this book. 

yield strength the stress at which a material exhibits deviation from 
proportionality of strain to stress. 
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momentum redistribution 

Apocentric libration, 571 
Apollo,322 

Apse alignment, 591,613,615,621, 623-625 
Apsidal precession, 41, 42, 48, 51, 59,350 
Apsidal resonance, 134, 139, 143,521,524, 

545-547, 553,593, Glossary 
Arecibo antenna, 54 
Ariel, 61 (fig), 615,651 (tab) 
Asteroid belt, 12,150,579 
Asteroid population, 580 
Atlas, 251 
Atmosphere of rings, 88-90, 302,441,442,445 
Atmosphere of Saturn. See atmosphere under 

Saturn 
Atmosphere of Uranus. See atmosphere under 

Uranus 
Aurora, 169 
Auroral hydrogen Lyman-a emission, 597 
Avalanche, 380 
Average surface density, 45 
Azimuthal asymmetry, 118, 119(fig), 154,162, 

224,393,593 

B Ring, 46, 73, 94, 97, 103 (fig), 116, 119, 135, 
156-162, 275,276,278,279 (fig), 284,288 
(tab), 292,309,310,324,325,338,370,387, 
416,434,437,439,442,444,487,490,516, 
546,547,608,610 (fig), 621, 723, 728, 732 

Babinet's principle, 179 
Ballistic transport, 416, 421-434, 437,441,443 
Bending motions, 539 
Bendingwaves,83, 120,127, 130(tab), 131, 

133 (fig), 134,135,161 (fig), 391. 515,523, 
541-547, 549,723, Glossary. See also 
Spiral bending waves 

Beta meteoroids, 336 
Beta ring, 25, 27, 36, 39, 43, 47, 48, 592 
Bimodal size distribution, 501-507 
Binding energy, 375 
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Boltzmann constant, 283, Glossary 
Boltzmann equation, 459-461. 5 IO, 523, 

Glossary 
Brightness temperature, 101-103. 103 (fig), 

186-188 
Brittle fracture, 714 

C Ring, 20, 46, 97,116, 119,188,338,387. 
435,437,439,440,573,586. 592,622 
(fig), 723 

Callisto, 649,651 (tab), 653 
Canonical variables, 568. 569, 575 
Carbonaceous chondrites, 58 
Cassini, J. D., 3, 18, 74,370 
CassiniDivision, 19, 74,81,93(fig), Ill, 116. 

132, 137 (tab), 155, 161 (fig), 338,387,437. 
546,547,566,574, 580-582,585,586, 
723, 724 

Catastrophic disruption, 232. 237, 300, 30 I, 308 
Ceres, 58 
CH4 , 54, 56 
Charged particles, 201,214,218.226. 

275-332,695 
Charged particle absorption, I 51 . 207, 218, 

223,226 
Charged particle sputtering, 90 
Charging of dust particles, 283-289 
Close binary stars, 524 
Coagulation. See Aggregation 
Coefficient of restitution, 160,367,368,371, 

373,383,396,397 (tab), 398,411,451.453, 
455,462,469,480,483,485,488,595,664, 
714-716, 716 (fig), 717 (fig), Glosssarl' 

Collective gravitational effects, 513 
Collision frequency, 85,565,566 
Collision induced spins, 44 I 
Collision lifetime, 25 I, 656 
Collision products, 634 
Collisions, 63,100,102,132,147,148,153, 

231,232,245,275,277,287,300-302,305, 
309,310,323,324,340,345,347,362,368, 
373,392-394,396,398,404.417,424,426, 
427.433,441,447,449,450,453,455-457, 
459,461,463,466,469,473,483,488,491. 
493-496. 496 (fig), 499, 503, 507-509, 516. 
528,529,549,564,579,584,591,593,594, 
599,600,602,607,610,653,661,663,665, 
666,673, 714-717, 722,730,731 (fig) 

Color, 98,116.174 
Composition of particles, 91 , 97-100. I 04, 107. 

174,209,210,384. See also Surface 
composition of ring particles 

Contrast reversal, 54 7 
Coorbital satellites, 546,547,563,586,589. 

591,592,633,634,724, 726-728, 732, 
Glossary 

Coriolis acceleration, 5 I 4 
Corotation, 532, 682 

Corotation circle, 530 (fig) 
Corotation radius, 165, 167 (fig), 168, 278 
Corotational resonance, 597-600, 611,614, 

Glossary 
Cosmic ray, 81,164 
Cosmogony, 12,210,660,661,663,675,676. 

Glossary 
Cosmology, 18, 19, Glossary 
Coulomb collisions, 314, Glossary 
Coulomb drag, 298, 299, 299 (fig) 
Critical dispersion velocity, 662 

D Ring. 437 
DEB 's. See Dynamic ephemeral bodies 
Debye length, 228,275,279 (fig), 280, 283. 

286,287,291,292,293(fig),298,327, 
Glossary 

Deimos, 58 
Delaunay variable, 566,567 (tab), Glossan 
Density. See under Mass density 
Density wakes, 515 
Densitywaves,46, 120,127, 130(tab), 131. 

132, 133 (fig), 134,136,390,448,515,517, 
518,521,523,528,529,533,534,545,546, 
549,550,564-566,574,579-581,585.586, 
593,606 (fig), 609-612, 660,666,672,674, 
675,677,678,680-682, 723,724,726,727, 
Glossan. See also under Spiral density waves 

Descartes. R., 12, 13 
Diffraction fringes, 37, 38 
Diffuse tings, 94 
Diffusion, 315,317 (fig), 318, 319 (fig), 

320,324 
Diffusion instabilities, 593 
Diffusion of particles. 237. 277. 562, 565, 568. 

579,581,582,584 
Diffusion time, 677 
Dione,315,316,563 
Dispersion relation, 127,527,528.535. 537, 

662,678,679 (fig) 
Dispersion velocity. See Random velocity 
Disrupted satellite, 64 I 
Disruption, 369,374,653,655,656. See also 

Fragmentation 
Distribution of particle size. See Size 

distribution of particles 
Disturbing function, 567,575 
Divini, E., 15 
Double-dip structure, 36, 39 (fig), 117. 144, 592 
Drag forces, 233 
Dust, 275,276,288,303,304,306,310, 

319 (fig), 320,322,324,326,352,354,355, 
363,364 

Dust rings, 249-251 
Dynamic ephemeral bodies (DEB), 10,367, 

373,405,406,410, Glossary 

E Ring, 84, 200, 201, 216, 217 (tab), 219-224, 



INDEX 779 

220(fig),221 (fig),223(fig),229,235,263, 
275,276,282,288,288 (tab), 297, 302-304, 
305(fig),312,314,315,324,333,339,346, 
351, 361-363, 417,418 (tab) 

Earth's atmosphere, 706 
Eccentric ringlet, 139-155, 340 
Eccentric ringlet in the Maxwell Gap, 695 (fig) 
Eccentric rings, 27 (fig), 41, 44, 46, 723 
Eccentricity resonance, 564, Glossary 
Echo/, 347 
Eclipse cooling, 721 
Eclipse observations, 102 
Ejecta, 240. See alsp under Erosion 
Elastic collisions, 86 
Elastic modulus, 713, Glossary 
Elasticity, 654, 713 
Electric charges, 227-231 
Electromagnetic effects, 163-173, 335 
Electromagnetic forces, 201, 275-332, 516 
Electrostatic d\sruption or bursting, 229, 233, 

243,277,289,290(fig) 
Electrostatic levitation, 290-295 
Electrostatic repulsion, 170 
Elliptical ringlets. See Eccentric rings 
Embedded satellites, 201,227, 389, 390. 

See also Ringmoons 
Enceladus, 264,316,324,362,651 (tab) 
EnckeDivision, 73, 74,119,120, 

137 (tab), 139, 140, 151-155, 593, 600,' 
617,724 

Encke Division ringlets, 144 
Energy density, 532 
Energy transport, 453-455, 467,477,497 
Epicyclic frequency, 514,519,553,662,675, 

681, 726 
Epicyclic motion, 461,510,519,550,565 
Epsilon ring, 25-27, 38, 41, 43, 46, 58,591, 

592,614,615,622 
Epstein drag, 649 
Erosion 

ejecta, 421 
general,337,346,363,367,369,392, 

416-418,422,426,430,434,440,442, 
443,653-655, 717,718, 720-722 

rates, 296 (tab), 420 
Escape,381,382(fig),383,397 
Escape velocity, 620, 666 
Eta ring, 25, 37, 49,144,592 
Europa, 649,651 (tab) 
Evanescence, 528, 530 (fig), 531, 532, 533 (fig), 

542, 542 (fig), 544 
Evaporation, 234 (tab) 

FRing, 37, 74,144,145, 148, 150, 151, 
152 (fig), 200,201,216, 217 (tab), 219 (fig), 
224-227,225(fig),229,251,263,264,276, 
282,288 (tab), 304,307 (fig), 309,310,324, 
338,409,410,417,418(tab),586,589,590, 

592,593,597,604,613,615-617,619-621, 
722,724,726,732 

Fabri, J. H., 15 
Ferromagnetic forces, 661 
Fluid dynamics, 452, 485 
Fokker-Planck type analysis, 312,461, Glossary 
Forced eccentricity, 578 (tab) 
Forced inclination, 578 (tab) 
Forcing strengths at resonances, 550 
Formation of rings. See Ring formation 
Fragmentation, 433, 652 (tab), 653,655,657, 

663. See also Disruption 
Fresnel diffraction spikes, 141, 592, Glossary 
Fresnelzone, 110,690,706 

G Ring, 84,200,201,216,217 (tab), 218, 
219 (fig), 229,263,276,282,288,288 (tab), 
324, 339, 362,417,418 (tab) 

Galactic disks, 516,517,523 
Galactic shock, 535 
Galaxies, 6 
Galilei, Galileo, 4, 74 
Galileo Mission, 261,262,321,324,687, 

698-700, 712 
Gamma ring, 25, 27, 37, 592 
Ganymede, 649,651 (tab) 
Gaps, 139-141,390,516,562,579,580,586 
Gap formation, 390,565,566,585,610,619, 

677-680 
Gas drag, 652 (tab), 666,676,681 
Gas pressure, 647 
Gaseous atmospheres of rings. See Atmosphere 

of rings 
Gaseous protoplanets, 666-669 
Gauss's law, 514, Glossary 
Geometric albedo, 28, 54, 57, 93 (fig), 95 (fig), 

548 (fig), Glossary 
Glitches, 31 
Grains, 334 
Gravitational instabilities, 493,494,515,528, 

529,642,643,660,662-664,671,672-674, 
678,681, Glossary 

Gravitational scattering, 491, 492, 507 
Grav_itational stirring, 516 
Gravito-electrodynamics, 303-306 
Griqua, 577 
Group velocity, 530 

H2,56 
H,O, 57, 88, 90 
Halo, 200,202,204,205 (fig), 206,207,212, 

213,228,229,254,256,275,287,294,323, 
441,442,444,445 

Helios probe, 321 
HEOS2, 321 
Herschel, W., 19 
Hilda asteroids, 572, Glossary 
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Horizontal resonance, Glossary. See under 
Lindblad resonance 

Horseshoe orbits, 68,589,591, 628-634. 
Glossary 

Huygens,C.,4, 12-14, 74 
Huygens Gap, 137 (tab). 161 (fig) 
Hydrodynamic formulation. 460,470,471.489 
Hydrostatic equilibrium, 375 
Hyperion, 650 (fig) 

Iapetus, 58, 545. 653 
Ice, 714 
Icy composition, 370 
Impact accretion. planetesimals, 660-666. 674 
Impact experiment, 488 
Impact strength, 397, 397 (tab), Glossary 
Impacts, 371. See also Collisions 
Inclination resonance, 83, 122, 125. 127. 521. 

522 (fig), 542 (fig), 542-544, 555,564, 
Glossary 

Inclined rings, 46, 47 
Indirect potential, 555 
Inelastic collisions, 460. 461,466. 474-476, 

478, 484, 485,491, 504, 580, 581. See also 
Elasticity and Collisions 

Inelasticity. 7 5 
Infrared spectrophotometry, 56-59 
Inhomogeneous wave equation, 526 
Intermolecular forces. 392 
International Solar-Polar Mission (ISPM). 321 
Inter-ring material, 68 
Io. 312,318,323,324,649,651 (tab) 
Io-derived dust, 241,256. 259 
Io torus, 279 (fig), 295 
Ionization, 421 
Irregular structure, 156, 160 

Jacobi constant, 579. 601,603,627.628, 
630, 729, Glossary 

Janus, 585, 650 (fig) 
Jeans instability, 642, Glossary 
Jeffreys, H., 75,448 
Jet stream hypothesis, 478. 484,485 
Jovian magnetic field, 246 
Jupiter 

magnetic field, 214,215,246,277,323 
origin of rings, 252. 261 
rings, 67,180,200, 272,276,288 (tab), 

322-324,339,362,411,442,697. 700 

Kant, I., 12, 18, 19 
Keeler Gaps, 119,137 (tab), 139, 141 
Keplerian motion, 472, Glossary 
Keplerian rotation, 74,489,662. 675 
Keplerian shear, 86, 368, 394,655,665,668, 

Glossary 
Kepler's Third Law, 572 
Kinetic theory of gases, 460 

Kinky ringlets, 73, 144 , 155 
Kirkwood, D., 21. 74 
Kirkwood Gap. 74, 76,566,571,572,580.581. 

Glossary 
Krook collision, 473 
Kuiper Airborne Observatory, 35 (fig) 

Lagrange points, 589,627,655, Glossary 
Lambert, J. H., 12, 19 
Lambert surface, 181 (fig), 186 
Lambertian behavior. 170 
Laplace, P. S., 12, 19 
Laplace coefficient, 539,551.568, 572, 

Glossary 
Laplace equation, 519,526 
Levitation, 326 
Libration, 356 (fig), 361,565,567,571,575, 

577,578,597,598 (fig). Glossar_,. 
Lindblad resonance 

general, 125,521,522 (fig), 525,530 (fig). 
531,532,534,536,545.604-612,617, 
621. 627,675,678,681. 725, Glossary 

inner, 122. 127, 128,132,516,518.546, 
547,675.726 

outer, 675 
Linear approximation in density wave theory, 

566,572,577. See also under Nonlinear 
effects 

Local scale height. See Thickness of rings 
Long density waves. See under Spiral 

density waves 
Lorentz force, 229, 245, 304, Glossarv 
Lunokhod 2. 3 22 
Lyman-a, 88, 89,416,444,597, Glossary 

Magnetic field. See under Jupiter or Saturn 
Magnetospheres, 82, 97, 121, 150, 152 (fig), 

163,170,171.201, 214,227,236,240.253. 
275-332, 339,363,443,597,694, Glossary 

Many-particle-thick models. 87,373,412 
Mass density 

general, 129. 132, 134,143,397,397 (tab), 
420,523,528,529,534,537,546,591, 
661,663,668,674,676 

surface, 120, 124,128,129.131, 164. 175, 
385,582,624.625 

Mass distribution, 124 
Mass extinction coefficient, 129, 143, Glossar\' 
Mass of rings, 45, 81,124,131,546 
Mass transport, 430, 472, 483 
Material strength, 375 
Maxwell, J.C., 4, 6, II, 21, 74, 75,333. 

370,448 
Maxwell Gap, 117, 138 (tab), 139, 141, 143, 

155,621 
Maxwell ringlet, 117,142,143 
Maxwellian plasma, 283. Glossary 
Mean particle size, 288 
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Meteorites, 243 
Meteoroids 

bombardment. 393,407,425.442, 655,656 
ejecta, 426, 439 
erosion. 234 (tab), 657 
flux,90,237 
general, 250,300,309.321, 440,443 
impacts, 90,327,416.417. 418 (tab), 419, 

421,429,430,441.444 
micro, 200,222,232.234 (tab), 236,237, 

239-241,256-259,266, 321,369 
Methane band. 30 
Metis, 215,247,249,252,254 
Micrometeoroid. See under Meteoroids 
Microwave, 370 
Microwave opacity, 738 
Mie scattering, 78,179,210,213,236, Glossary 
Milky Way, 12, 18 
Mimas, 521,522 (fig), 542,546,547,549, 

549 (fig), 564,565, 572, 573, 576 (fig), 577. 
580, 582-586, 592,608, 610(fig), 621,651 
(tab), 724, 727, 733 

Miranda, 591,615,651 (tab) 
Molecular bond energy, 713 
Monolayerofparticles, 9, 85-87, 100, 102, 111, 

182,186,367,371,373,389,406,412,458, 
528,529,536,537 

Monolayer viscosity, 517, 54 7. 548 
Mooms, 234 (tab). 238,242,252.253. 256, 

259,261, 266, 324, Glossary 
Moonlets embedded. See Embedded satellites 
Multilayer, 100,406. See also Many-particle-

thick models 
Multiple scattering, 87, 182, 185 
Multipole moments. 519 
Mutual collisions among dust particles, 300 
Mutual gravitation, 529 

Neptune 
general, 696-698 
rings, 6, 704 

Neutral hydrogen atmosphere, 417 
NH_,. 57 
Nodal precession, 48, 5 I, Glossary 
Node alignment, 591, 621-627 
Nonlinear effects 

general, 131, 132, 135. 136,480,523,534, 
535,544.547,550,681, 732 

torques, 727 
waves, 135,535,678,679,726,728 

Oblateness. 143. 333,334,350, 358-363, 563, 
574. See also under Saturn and Uranus 

Occultations, 5, 108, 110, 112, 155, 207, 208, 
214,226,227,333,690,691,705,706,739, 
Glossary 

Opacity, 46, 213-215, Glossary 

Opposition effect, 9, 86, 87, 96,370.371, 
Glossary 

Optical depth. See Optical thickness 
Optical depth profiles, 33 
Optical thickness, 9, 25. 27. 28, 30, 36-38, 

59, 78, 93 (fig), 96 (fig). 105, 108, 110 (fig), 
11 I, 112, 116. 124 (tab), 129, 134, 140, 141, 
150,158,200.202, 213-216, 216(tab), 218, 
222,227,287, 288, 288 (tab), 303,309,370, 
412,416,421.422,425,426.429,444,479, 
490-500, 507 (fig).508,516, 535,536,546, 
547,566,573,578,579,585,592,624,654, 
663,680,715,716,717(fig),718(fig),719. 
723, 724 (fig), 725, 732, 737. Glossarv 

Orbital elements, 49 (tab), 333, 344 
Orbital evolution of satellites, 713 
Orbits of rings. See Ring orbits 
Origin of rings. See Ring formation 

Particle absorption, 282 
Particle composition. See Composition 

of particles 
Particle density, 382, 385. See also under 

Mass density 
Particle geometric albedo. See Geometric albedo 
Particle lifetime, 231-233 
Particle size distribution. See Size distribution 

of particles 
Particle spin. See Rotation of particles 
Particle surface properties. See under Surfaces 

of particles 
Phase function, 92, 94. 96(fig). 97,158.179, 

181,182,185,210,211,212 (fig) 
Phobos,58,374,652 
Photoabsorption, 4 I 9 
Photoelectrons, 280 
Photoemission, 284 
Photometry, 30, 210-213, 227,710 
Photopolarimeter, 370, 390 
Photosputtering. See Sputtering 
Pioneer I I, 5, 76, 96, 148,201,218,224, 

275,276,282,390,417 
Planetary formation. See Cosmogony 
Planetesimals, 8 
Plasma, 81,170,200,279 (fig), 285,286,290, 

303,305,306,308,311-315,324,326, 
420,452 

Plasma absorption, 280-283 
Plasma density, 278,285 (fig), 287,288 (tab) 
Plasma drag, 68,234 (tab), 235,236,251,275, 

277, 297-300,303,310,318,323,324,339, 
593,597 

Plasma flux, 228, 284 
Plasma torus, 163 
Plasmasphere, 278, 286, 298, 308 (fig) 
Poisson equation, 524, 556, Glosssary 
Polarization, 94, 104, 107, 182, 184 
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Power-law index, 114,173,211,213,301,386. 
403,500,655. See also Size distribution 
of particles 

Poynting-Robertson effect (PR) 
drag, 233,234 (tab), 235-237, 259,337,338, 

339 (fig), 341,345,347,348,352.363, 
364, Glossary 

general, 68,371,593,596,599,600,631. 
632,657 

Precession 
pinch, 625-627 
uniform, 41. See also Apsidal precession and 

Nodal precession 
Pressure tensor, 465-468, 470,473,485,490 

Radar cross section, 184 
Radar geometric albedo, 105 (fig) 
Radar observations, 104-112, 370 
Radial spreading, 451 
Radial transport, 303, 310-320 
Radiation force, 333-337, 336 (fig), 339, 340. 

355,363,364 
Radiation pressure, 235, 247,297. 363, 364 
Radiation pressure drag. 312, 314 
Radiative-equilibrium, I 02 
Radiative transfer, 91, 178, 183 
Radio depth, 108, 110 (fig), 111, Glossary 
Radio interferometry, 108 
Radiometry, 370 
Radio observations, 104-112 
Radiooccultation, 141, 142(fig), 180(fig), 182 
Random particle motions.515, 518. 663, 716 
Random particle velocity. See Random velocity 
Random velocity, 68, 75. 85, 86, 102,373,384, 

391,392,404,422,449,451,453.454,456, 
470,485,486,496,497,499,503,506, 
508,510,515-517,528,529,549,654,655. 
662-666, 674,713,715,716,717,718 (fig). 
722, 723, 728, Glossary 

Rayleigh scatterer, 178 
Reflectivity. See Geometric albedo 
Refractive index, 183,213 
Regolith, 92, 234 (tab), 239, 247-250, 255,264, 

301,367,369,376,377, 380,392-394,398, 
405,406,408,412,416,421,426,430,433, 
440,441,443-445,488,621,654, 722. 
Glossary 

Relative velocity. See Random velocity 
Resonance, 21, 68, 73, 75, 76, 119-139. 

140(fig), 142,161 (fig), 175,265,333.357, 
359,360,362,398,404,478,515-522,534, 
536,542,562-588,592,597,600,605,608, 
615,617,672,675,680,716, 724-728, 733, 
Glossary 

Resonance width, 123. 567 
Restitution coefficient. See Coefficient of 

restitution 
Reynolds number, 479, 646-648, G/ossan· 

Rhea, 315,316,651 (tab) 
Rigidity, 397 
Ring formation, 176, 406-408, 641-659 
Ring orbits, 47-54 
Ring thickness. See under Thickness of rings 
Ringmoons, 81, 82, 136,215, Glossarr 
Roche, E., 20, 74, 641 
Roche limit, 27 (fig), 200. 205,239,247,261, 

263,290,294,295,367,369,373-379,378 
(fig), 394,410,492,514,515,529,620.633, 
642, 651-653, 663, 719, Glossarv 

Roche lobe, 665,666,671, Glossary 
Roche zone. See Roche limit 
Rock fragmentation, 389 
Rotation of particles, 102, 377-380, 383,384, 

393-395,400,405,460, 721 
Runaway accretion, 665 

Safronov number. 665, Glossary 
Satellite forcing, 522, 524 
Satellite formation, 719 
Satellite torques, 669 
Saturn 

atmosphere, 443, 444 
electrostatic discharges (SED), 121, 

171,173,325 
magnetic fields, 168, 170, 218. 246, 277 
oblateness, 121,142,224,522,522 (fig). 

542,563,573,574,593 
plasma sheet, 295 
satellite absorption, 316 

Saturn Orbiter Mission, 687, 700, 701 
Saturnian rings, 73-199, 608 
Scale height. 664, Glossary. See also 

Thickness of rings 
Seeliger, H., von, 75 
Self-gravity, 514, 562, 623, 624 
Shadowing, 547 
Shape of particles, 715, 722 
Sharp ring edges, 119,122, 140(fig), 141,154, 

253,448,472,627,728 
Shear stress, 377,507 (fig), 647 
Shepherding, 82, 144-148, 153, 160. 162, 

175-177,247,266,338,410,445,476,611, 
657,675, 728-731 

Shepherd satellites, 54, 67, 68, 120, 136, 145, 
148,224,225,309,324,409,411,439,586, 
589,590,600,620,623,641,655,656,692, 
724,726,727, 731-733, 731 (fig), Glossary 

Shock fronts, 616(fig), 617 
Short waves. See Spiral density waves 
Single-scattering albedo, IOI 
Size distribution of fragments, 301 
Size distribution of particles, 9. 30, 54, 68, 81, 

86, 91, 92, 104, 107, 110, I 11, I I 3 (fig), 
114, 131, 173, 210-213, 212 (fig), 218,223, 
227,242,243,260,292,339,346,369-373, 
386-390,396,400,402,404,405,407,412, 
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441,491,500-509,528,583,613,654,682, 
713,715,717,718 

Solar nebula, 524, 660 
Solar system formation, 660 
Solar wind, 319 
Sound speed, 661,669, Glossary 
Space probes, 687 
Space Telescope, 25, 59, 66, 67,174,262, 

704,705,707 
Specific opacities, 130. See also Mass extinction 

coefficient 
Spectral reflectivity, 97-100 
Spectrophotometric observations, 56 
Spectrophotometry, 209, 2 IO 
Spiral bending waves. See also Bending waves 

forced, 543, 544 
general, 125,513, 537-545 

Spiral density waves. See also Density waves 
free, 527-531 
general, 76, 125,175,513.516, 532,537. 

547,562,673 
Iong,517,527,530,537,541,542,678 
short, 5 I 7, 530 (fig) 

Spiral galaxies, 12, I 3, 493 
Spiral structure, 419 
Spoke formation, 166, 169-171, 326,327,441 
Spokes. 94,121,159 (fig), 165-171, 173,275. 

276. 288 (tab), 302, 304. 324,325,327,421. 
707- 710 

Sputtering, 90,201, 231-233, 234 (tab), 254, 
255,258,266,275,295-297,316,323,324, 
327,339,363,364,417,418 (tab). 419,429, 
441,443,444, Glossary 

Stellar occultation, 26-28. 83 
Stokes drag, 648 
Strength of ring particle material, 371,392, 

656. See also Collisions 
Structure of particles, 37 I 
Sublimation, 231,417,418 (tab) 
Surface charge density, 288 
Surface composition of ring particles, 54 
Surface density. See Mass density 
Surface gravity, 382 
Surface of section, 570, 570 (fig), Glossarv 
Surfaces of particles 

general, 91, 360 
physical properties, 421. See also Regolith, 

and Coefficient of restitution 
Synthetic occultation profile, 44 

Tadpole orbit, 629 
Tangential frequency, 519 
Temperature, 101 
Tensile strength, 289,290,290 (fig), 377,397, 

397 (tab) 
Tensile stress, 379 
Tenuous rings, 20 I , 339, 695 
Tethys, 315,316,563.651 (tab), 733 

Thebe, 215 
Thermal emission, 54, 100-I04, 108, 

186-188,214 
Thermal instability, 486, 489 
Thermal stresses, 721 
Thickness of rings, 14, 17, 75, 83-87, 135,174, 

216 (tab), 242-247, 340,347,373,390,391, 
451,456,493,517,528,546,549,556-559, 
582,716,720,728 

Three-body problem, 564, 565 
Tidalbarriers,680 
Tidal despinning, 393, 394 
Tidal disruption, 367, 398, 403 (fig), 405-407, 

671. See also Roche limit 
Tidal forces and stresses, 294, 367, 378, 396, 

399,400,405,441,514,652,656,663, 
671,719 

Tidal radius, 492 
Tidal truncation, 654,655,657 
Tisserand's relations, 601, Glossarv. See also 

Jacobi constant 
Titan, 15,593,621,625,650 (fig) 
Titan Gap, 143 
Titania, 651 (tab) 
Traffic jam problem, 478 
Trailing bending waves, 542 (fig), 543, 544. 

See also Bending waves 
Trailing density waves, 531,543, 726. See also 

Density waves 
Transport coefficients, 470,478,489 
Transport processes, 448, 451-455, 476 
Trojan asteroids, 562, 629 
Trojan-type satellites, 563 

Ultraviolet opacity. 739 
Ultraviolet spectrometer, 390 
Umbriel, 651 (tab) 
Uniform precession. See under Precession 
Uranus 

atmosphere, 63 
encounter, 690 
gravitational field, 28, 48, 51 
oblate figure, 41, 65 (fig) 
rotation, 65-67 
satellites, 586 

Uranian rings 
general, 25-71, 143,144,340, 4IO, 443,589, 

591,592,600,613-619,621,687-689 
imaging, 692-694 
rotation, 65-67 
satellites, 586 

Velocity dispersion. See Random velocity 
Vertical excursions, 517 
Vertical frequency, 519 
Vertical resonance. See Inclination resonance 
Vertical settling, 662 
Vertical structure, 226 
Vertical waves. See Bending waves 
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Viscosity, 75, 120, 131. 132, 134, 135. 142, 
175,367,368,391,440,453,471.472,475, 
478,480,484,485,489,494,501,503,508, 
510,516,517,523,535.537,544,545,547, 
595,655,663-665,669,672-674,677.679. 
717, 722, 723, 728, Glossary 

Viscous coupling, 475,476 
Viscous damping or dissipation, 132. 134. 473. 

535-537,544,545.547,550,678.679 
Viscous evolution, 468-470, 680-682 
Viscous instability, 120, 162,447. 459, 

477-490,492,498,499,501,547, 723 
Viscous spreading, 162,345,409,439.440, 

445,447,459,469,494,504,516,579,580, 
641,646,651,652 (tab), 654-657, 668. 
722,723 

Viscous stress, 453,474,475,478,483,646. 
657,663,668,717,728,729 

Viscous torque, 52 (fig). 725 
Volcanism, 257,258,264 
Voyager], I, 5, 25, 63, 66-68, 76, 87. 96. 

108-114, 141,148,153,169,201,275.276. 

282,322,325,368,369,374,386,387,390, 
410,417,490,499,500,510,515.546,564. 
593,624,687,706,712,713.718, 722, 
724. 737 

Voyager 2, 58, 59, 87,204 (fig), 207, 2IO, 218 
223.275,276,282,324,339,340,391,589, 
592,593 

Voyager 2 plasma wave instrument, 302 
Voyager photopolarimeter observations, 26 
Voyager radio occultation experiment. 3 71 . 390 

Warped disk, 538 
WKB. See WKBJ 
WKBJ form, 527. 535,540,541,544,556, 

676 (fig). Glossary 
Wright. T., 18 

Yield modulus, 714, Glossary. See also Strength 
ofring particle material 

Zero-velocity curve, 628. See also 
Jacobi constant 
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